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The plot on the front page is an illustration of the Central Limit Theorem (CLT). To

put it shortly, it states that when sampling a population: as the sample size increases,
then the mean of the sample converges to a normal distribution — no matter the distri-
bution of the population. The thumb rule is that the normal distribution can be used

for the sample mean when the sample size 1 is above 30 observations (1 is the number

observations in the sample). The plot is created by simulating 100000 sample means

X = Y, X; (where X; is an observation from a distribution) and plotting their his-
togram with the CLT distribution on top (the red linie). The upper is for the normal, the
mid is for the uniform and the lower is for the exponential distribution. We can thus see



that as n increase, then the distribution of the simulated sample means % approaches
the distribution stated by the CLT (it is the normal distribution X ~ N (y, %) , Where
y is the mean and ¢ is the standard deviation of the population), see more in Section
3.14.
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|l Chapter 1

Introduction, descriptive statistics, R
and data visualization

This is the first chapter in the eight-chapter DTU Introduction to Statistics book.
It consists of eight chapters:
1. Introduction, descriptive statistics, R and data visualization
Probability and simulation
Statistical analysis of one and two sample data
Statistics by simulation
Simple linear regression
Multiple linear regression

Analysis of categorical data

® N o o= W D

Analysis of variance (analysis of multigroup data)

In this first chapter the idea of statistics is introduced together with some of the
basic summary statistics and data visualization methods. The software used
throughout the book for working with statistics, probability and data analysis is
the open source environment R. An introduction to Ris included in this chapter.

1.1 What is Statistics - a primer

To catch your attention we will start out trying to give an impression of the
importance of statistics in modern science and engineering.
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In the well respected New England Journal of medicine a millenium editorial on
the development of medical research in a thousand years was written:

EDITORIAL: Looking Back on the Millennium in Medicine, N Engl | Med, 342:42-
49, January 6, 2000, NEJM200001063420108.

They came up with a list of 11 points summarizing the most important devel-
opments for the health of mankind in a millenium:

¢ FElucidation of human anatomy and physiology
¢ Discovery of cells and their substructures

¢ Elucidation of the chemistry of life

¢ Application of statistics to medicine

¢ Development of anesthesia

* Discovery of the eelation of microbes to disease
¢ Elucidation of inheritance and genetics

* Knowledge of the immune system

* Development of body imaging

* Discovery of antimicrobial agents

¢ Development of molecular pharmacotherapy

The reason for showing the list here is pretty obvious: one of the points is Ap-
plication of Statistics to Medicine! Considering the other points on the list, and
what the state of medical knowledge was around 1000 years ago, it is obviously
a very impressive list of developments. The reasons for statistics to be on this
list are several and we mention two very important historical landmarks here.
Quoting the paper:

"One of the earliest clinical trials took place in 1747, when James Lind treated 12
scorbutic ship passengers with cider, an elixir of vitriol, vinegar, sea water, oranges
and lemons, or an electuary recommended by the ship’s surgeon. The success of the
citrus-containing treatment eventually led the British Admiralty to mandate the provi-
sion of lime juice to all sailors, thereby eliminating scurvy from the navy.” (See also
James_Lind).

Still today, clinical trials, including the statistical analysis of the outcomes, are
taking place in massive numbers. The medical industry needs to do this in
order to find out if their new developed drugs are working and to provide doc-
umentation to have them accepted for the World markets. The medical industry
is probably the sector recruiting the highest number of statisticians among all
sectors. Another quote from the paper:


http://www.nejm.org/doi/full/10.1056/NEJM200001063420108
http://en.wikipedia.org/wiki/James_Lind
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"The origin of modern epidemiology is often traced to 1854, when John Snow demon-
strated the transmission of cholera from contaminated water by analyzing disease rates
among citizens served by the Broad Street Pump in London’s Golden Square. He ar-
rested the further spread of the disease by removing the pump handle from the polluted
well.” (See also John_Snow_(physician)).

Still today, epidemiology, both human and veterinarian, maintains to be an ex-
tremely important field of research (and still using a lot of statistics). An im-
portant topic, for instance, is the spread of diseases in populations, e.g. virus
spreads like Ebola and others.

Actually, today more numbers/data than ever are being collected and the amounts
are still increasing exponentially. One example is Internet data, that internet
companies like Google, Facebook, IBM and others are using extensively. A
quote from New York Times, 5. August 2009, from the article titled “For To-
day’s Graduate, Just One Word: Statistics” is:

“I keep saying that the sexy job in the next 10 years will be statisticians,” said Hal
Varian, chief economist at Google. ‘and I'm not kidding.” ”

The article ends with the following quote:

“The key is to let computers do what they are good at, which is trawling these massive
data sets for something that is mathematically odd,” said Daniel Gruhl, an 1.B.M. re-
searcher whose recent work includes mining medical data to improve treatment. “And
that makes it easier for humans to do what they are good at - explain those anomalies.”

1.2 Statistics at DTU Compute

At DTU Compute at the Technical University of Denmark statistics is used,
taught and researched mainly within four research sections:

e Statistics and Data Analysis
* Dynamical Systems
* Image Analysis & Computer Graphics

¢ Cognitive Systems

Each of these sections have their own focus area within statistics, modelling
and data analysis. On the master level it is an important option within DTU
Compute studies to specialize in statistics of some kind on the joint master pro-
gramme in Mathematical Modelling and Computation (MMC). And a Statisti-
cian is a wellknown profession in industry, research and public sector institu-
tions.


http://en.wikipedia.org/wiki/John_Snow_(physician)
http://www.compute.dtu.dk/english
http://www.dtu.dk/english/Education/msc/Programmes/mathematical_modelling_and_computation
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The high relevance of the topic of statistics and data analysis today is also il-
lustrated by the extensive list of ongoing research projects involving many and
diverse industrial partners within these four sections. Neither society nor in-
dustry can cope with all the available data without using highly specialized per-
sons in statistical techniques, nor can they cope and be internationally compet-
itive without constinuosly further developing these methodologies in research
projects. Statistics is and will continue to be a relevant, viable and dynamic
tield. And the amount of experts in the field continues to be small compared
to the demand for experts, hence obtaining skills in statistics is for sure a wise
career choice for an engineer. Still for any engineer not specialising in statistics,
a basic level of statistics understanding and data handling ability is crucial for
the ability to navigate in modern society and business, which will be heavily
influenced by data of many kinds in the future.

1.3 Statistics - why, what, how?

Often in society and media, the word statistics is used simply as the name for
a summary of some numbers, also called data, by means of a summary table
and/or plot. We also embrace this basic notion of statistics, but will call such
basic data summaries descriptive statistics or explorative statistics. The meaning
of statistics goes beyond this and will rather mean “how to learn from data in an
insightful way and how to use data for clever decision making”, in short we call this
inferential statistics. This could be on the national/societal level, and could be
related to any kind of topic, such as e.g. health, economy or environment, where
data is collected and used for learning and decision making. For example:

¢ Cancer registries

Health registries in general

Nutritional databases

Climate data
* Macro economic data (Unemployment rates, GNP etc. )

* etc.

The latter is the type of data that historically gave name to the word statistics. It
originates from the Latin ‘statisticum collegium’ (state advisor) and the Italian
word ‘statista” (statesman/politician). The word was brought to Denmark by
the Gottfried Achenwall from Germany in 1749 and originally described the
processing of data for the state, see also History_of_statistics.

Or it could be for industrial and business applications:


http://en.wikipedia.org/wiki/History_of_statistics
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¢ Is machine A more effective than machine B?

* How many products are we selling on different markets?

¢ Predicting wind and solar power for optimizing energy systems
* Do we produce at the specified quality level?

¢ Experiments and surveys for innovative product development

* Drug development at all levels at e.g. Novo Nordisk A/S or other phar-
maceutical companies

* Learning from "Big Data"

* etc.

In general, it can be said say that we learn from data by analysing the data
with statistical methods. Therefore statistics will in practice involve mathematical
modelling, i.e. using some linear or non-linear function to model the particular
phenomenon. Similarly, the use of probability theory as the concept to describe
randomness is extremely important and at the heart of being able to “be clever”
in our use of the data. Randomness express that the data just as well could have
come up differently due to the inherent random nature of the data collection
and the phenomenon we are investigating.

Probability theory is in its own right an important topic in engineering relevant
applied mathematics. Probability based modelling is used for e.g. queing sys-
tems (queing for e.g. servers, websites, call centers etc.), for reliability mod-
elling, and for risk analysis in general. Risk analysis encompasses a vast di-
versity of engineering fields: food safety risk (toxicological and/or allergenic),
environmental risk, civil engineering risks, e.g. risk analysis of large building
constructions, transport risk, etc. The present material focuses on the statistical
issues, and treats probability theory at a minimum level, focusing solely on the
purpose of being able to do proper statistical inference and leaving more elabo-
rate probability theory and modelling to other texts.

There is a conceptual frame for doing statistical inference: in Statistical inference
the observed data is a sample, that is (has been) taken from a population. Based
on the sample, we try to generalize to (infer about) the population. Formal
definitions of what the sample and the population is are given by:
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Il Definition 1.1  Sample and population

* An observational unit is the single entity about which information is
sought (e.g. a person)

* An observational variable is a property which can be measured on the
observational unit (e.g. the height of a person)

¢ The statistical population consists of the value of the observational vari-
able for all observational units (e.g. the heights of all persons in Den-
mark)

* The sample is a subset of the statistical population, which has been cho-
sen to represent the population (e.g. the heights of 20 persons in Den-
mark).

See also the illustration in Figure 1.1.

(Infinite) Statistical population

Randomly
selected
Statistical Sample mean
Mean Inference P 7
M < ’

Figure 1.1: Illustration of statistical population and sample, and statistical in-
ference. Note that the bar on each person indicates that the it is the height (the
observational variable) and not the person (the observational unit), which are
the elements in the statistical population and the sample. Notice, that in all
analysis methods presented in this text the statistical population is assumed to
be very large (or infinite) compared to the sample size.
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This is all a bit abstract at this point. And likely adding to the potential confu-
sion about this is the fact that the words population and sample will have a “less
precise” meaning when used in everyday language. When they are used in a
statistical context the meaning is very specific, as given by the definition above.
Let us consider a simple example:

lll Example 1.2

The following study is carried out (actual data collection): the height of 20 persons
in Denmark is measured. This will give us 20 values xj, ..., xp0 in cm. The sample
is then simply these 20 values. The statistical population is the height values of all
people in Denmark. The observational unit is a person.

The meaning of sample in statistics is clearly different from how a chemist or
medical doctor would use the word, where a sample would be the actual sub-
stance in e.g. the petri dish. Within this book, when using the word sample, then
it is always in the statistical meaning i.e. a set of values taken from a statistical
population.

With regards to the meaning of population within statistics the difference to the
everyday meaning is less obvious: but note that the statistical population in the
example is defined to be the height values of persons, not actually the persons.
Had we measured the weights instead the statistical population would be quite
different. Also later we will realize that statistical populations in engineering
contexts can refer to many other things than populations as in a group of or-
ganisms, hence stretching the use of the word beyond the everyday meaning.
From this point: population will be used instead of statistical population in order
to simplify the text.

The population in a given situation will be linked with the actual study and/or
experiment carried out - the data collection procedure sometimes also denoted
the data generating process. For the sample to represent relevant information
about the population it should be representative for that population. In the ex-
ample, had we only measured male heights, the population we can say any-
thing about would be the male height population only, not the entire height
population.

A way to achieve a representative sample is that each observation (i.e. each
value) selected from the population, is randomly and independently selected of
each other, and then the sample is called a random sample.
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1.4 Summary statistics

The descriptive part of studying data maintains to be an important part of statis-
tics. This means that it is recommended to study the given data, the sample, by
means of descriptive statistics as a first step, even though the purpose of a full
statistical analysis is to eventually perform some of the new inferential tools
taught in this book, that will go beyond the pure descriptive part. The aims of
the initial descriptive part are several, and when moving to more complex data
settings later in the book, it will be even more clear how the initial descriptive
part serves as a way to prepare for and guide yourself in the subsequent more
formal inferential statistical analysis.

The initial part is also called an explorative analysis of the data. We use a number
of summary statistics to summarize and describe a sample consisting of one or
two variables:

* Measures of centrality:
— Mean
— Median
— Quantiles
* Measures of “spread”:
— Variance
— Standard deviation
— Coefficient of variation
— Inter Quartile Range (IQR)
e Measures of relation (between two variables):
— Covariance

— Correlation

One important point to notice is that these statistics can only be calculated for
the sample and not for the population - we simply don’t know all the values
in the population! But we want to learn about the population from the sample.
For example when we have a random sample from a population we say that the
sample mean (%) is an estimate of the mean of the population, often then denoted
u, as illustrated in Figure 1.1.
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lll Remark 1.3

Notice, that we put ‘'sample’ in front of the name of the statistic, when it is
calculated for the sample, but we don’t put "‘population” in front when we
refer to it for the population (e.g. we can think of the mean as the true mean).

HOWEVER we don’t put sample in front of the name every time it should
be there! This is to keep the text simpler and since traditionally this is not
strictly done, for example the median is rarely called the sample median,
even though it makes perfect sense to distinguish between the sample me-
dian and the median (i.e. the population median). Further, it should be
clear from the context if the statistic refers to the sample or the population,
when it is not clear then we distinguish in the text. Most of the way we do
distinguish strictly for the mean, standard deviation, variance, covariance and
correlation.

1.4.1 Measures of centrality

The sample mean is a key number that indicates the centre of gravity or center-
ing of the sample. Given a sample of n observations xi, ..., x,, it is defined as
follows:

lll Definition 1.4 Sample mean

The sample mean is the sum of observations divided by the number of ob-
servations

=i
I
S|

i X;. (1-1)
i=1

Sometimes this is refered to as the average.

The median is also a key number indicating the center of sample (note that to
be strict we should call it 'sample median’, see Remark 1.3 above). In some
cases, for example in the case of extreme values or skewed distributions, the
median can be preferable to the mean. The median is the observation in the
middle of the sample (in sorted order). One may express the ordered observa-
tions as x(1), ..., X(,), where then x(y) is the smallest of all x1, ..., x, (also called
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the minimum) and x,,) is the largest of all x1,...,x, (also called the maximum).

Il Definition 1.5 Median

Order the n observations xi,...,x, from the smallest to largest:
X(1),- - -+ X(n)- The median is defined as:

e If n is odd the median is the observation in position %}1:

Q2 = x(nTH) (1—2)

e If n is even the median is the average of the two observations in posi-
tions % and 2

X(ny + X nt2
g 2B ) 1-3)

The reason why it is denoted with Q> is explained below in Definition 1.8.

ll Example 1.6  Student heights
A random sample of the heights (in cm) of 10 students in a statistics class was
168 161 167 179 184 166 198 187 191 179.

The sample mean height is

X

1
10 (168 + 161 + 167 + 179 + 184 4 166 + 198 4 187 + 191 4 179) = 178.

To find the sample median we first order the observations from smallest to largest

Y *) XE) *ru XG) Yo X@ X®) X9 *ao)
161 166 167 168 179 179 184 187 191 198 °

Note that having duplicate observations (like e.g. two of 179) is not a problem - they
all just have to appear in the ordered list. Since n = 10 is an even number the median
becomes the average of the 5th and 6th observations

2 —

2 o 2 2

O rep) Xt 1794179 o
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As an illustration, let’s look at the results if the sample did not include the 198 cm
height, hence for n =9

X = % (168 + 161 + 167 + 179 + 184 + 166 + 187 + 191 + 179) = 175.78.

then the median would have been

X(n+1) = X(S) = 179

2

This illustrates the robustness of the median compared to the sample mean: the
sample mean changes a lot more by the inclusion/exclusion of a single “extreme”
measurement. Similarly, it is clear that the median does not depend at all on the
actual values of the most extreme ones.

The median is the point that divides the observations into two halves. It is of
course possible to find other points that divide into other proportions, they are
called quantiles or percentiles (note, that this is actually the sample quantile or
sample percentile, see Remark 1.3).

Il Definition 1.7 Quantiles and percentiles

The p quantile also called the 100p% quantile or 100p’th percentile, can be
defined by the following procedure: *

1. Order the n observations from smallest to largest: x(1),..., X(,)
2. Compute pn

3. If pn is an integer: average the pn’th and (pn 4 1)’th ordered observa-
tions. Then the p quantile is

p = (x(np) + x(np+1)) /2 (1-4)

4. If pn is a noninteger: take the “next one” in the ordered list. Then the
p’th quantile is

Ip = X([np)- (1-5)

where [np] is the ceiling of np, that is, the smallest integer larger than
e

“There exist several other formal definitions. To obtain this definition of quan-
tiles/percentiles in R use quantile(..., type=2). Using the default in R is also a perfectly
valid approach - just a different one.
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Often calculated percentiles are the so-called quartiles (splitting the sample in
quarters, i.e. 0%, 25%, 50%, 75% and 100%):

* 4o, 9025, 4050, qo.75 and g1
Note that the 0’th percentile is the minimum (smallest) observation and the

100’th percentile is the maximum (largest) observation. We have specific names
for the three other quartiles:

|l Definition 1.8 Quartiles

Q1 =4qo25 ="lower quartile” =*0.25quantile” =“25th percentile”
Q2 =4qos0 = "median” = “0.50 quantile” = “50th percentile”
Qs =qoy5s ="upper quartile” =“0.75 quartile” ="75th percentile”

|l Example 1.9  Student heights

Using the n = 10 sample from Example 1.6 and the ordered data table from there,
let us find the lower and upper quartiles (i.e. Q; and Qs3), as we already found
Q2 = 179.

First, the Q;: with p = 0.25, we get that np = 2.5 and we find that
Q1 = X(125)) = X(3) = 167,
and since n - 0.75 = 7.5, the upper quartile becomes
Qs = x(75)) = X(8) = 187,
We could also find the 0’th percentile
go = min(xy,...,x,) = x(q) = 161,
and the 100’th percentile
g1 = max(xy,...,x,) = X(10) = 198.
Finally, 10’th percentile (i.e. 0.10 quantile) is

Xy + x
Go10 = 2 : @ _ 16 ;L 166 _ 1635,

since np = 1 for p = 0.10.
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1.4.2 Measures of variability

A crucial aspect to understand when dealing with statistics is the concept of
variability - the obvious fact that not everyone in a population, nor in a sample,
will be exactly the same. If that was the case they would all equal the mean
of the population or sample. But different phenomena will have different de-
grees of variation: An adult (non dwarf) height population will maybe spread
from around 150 cm up to around 210 cm with very few exceptions. A kitchen
scale measurement error population might span from —5 g to +5 g. We need a
way to quantify the degree of variability in a population and in a sample. The
most commonly used measure of sample variability is the sample variance or
its square root, called the sample standard deviation:

Il Definition 1.10 Sample variance

The sample variance of a sample xq, ..., x, is the sum of squared differences
from the sample mean divided by n — 1

1
n—1

f(xi — %)% (1-6)

i=1

$? =

Il Definition 1.11  Sample standard deviation

The sample standard deviation is the square root of the sample variance

s=Vs2 = \/ L i(xi — %)2. (1-7)
i=1

n—1

The sample standard deviation and the sample variance are key numbers of
absolute variation. If it is of interest to compare variation between different
samples, it might be a good idea to use a relative measure - most obvious is the
coefficient of variation:
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Il Definition 1.12  Coefficient of variation

The coefficient of variation is the sample standard deviation seen relative to
the sample mean

V= (1-8)

Ril®»

We interpret the standard deviation as the average absolute deviation from the mean
or simply: the average level of differences, and this is by far the most used measure
of spread. Two (relevant) questions are often asked at this point (it is perfectly
tine if you didn’t wonder about them by now and you might skip the answers
and return to them later):

lll Remark 1.13

Question: Why not actually compute directly what the interpretation is
stating, which would be: 1 Y, |x; — %|?

Answer: This is indeed an alternative, called the mean absolute deviation, that
one could use. The reason for most often measuring “mean deviation”
NOT by the Mean Absolute Deviation statistic, but rather by the sample
standard deviation s, is the so-called theoretical statistical properties of
the sample variance s2. This is a bit early in the material for going into
details about this, but in short: inferential statistics is heavily based
on probability considerations, and it turns out that it is theoretically
much easier to put probabilities related to the sample variance s> on
explicit mathematical formulas than probabilities related to most other
alternative measures of variability. Further, in many cases this choice

is in fact also the optimal choice in many ways.
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|l Remark 1.14

Question: Why divide by 7 — 1 and not 7 in the formulas of s and s2?
(which also appears to fit better with the stated interpretation)

Answer: The sample variance s> will most often be used as an estimate of
the (true but unknown) population variance ¢, which is the average
of (x; — u)? in the population. In doing that, one should ideally com-
pare each observation x; with the population mean, usually called u.
However, we do not know p and instead we use ¥ in the computation
of s2. In doing so, the squared differences (x; — ¥)? that we compute in
this way will tend to be slightly smaller than those we ideally should
have used: (x; — u)? (as the observations themselves were used to find
% so they will be closer to X than to u). It turns out, that the correct way
to correct for this is by dividing by n — 1 instead of n.

Spread in the sample can also be described and quantified by quartiles:

Il Definition 1.15 Range

The range of the sample is
Range = Maximum — Minimum = Q4 — Qo = Xx(;,) — X(1). (1-9)
The Inter Quartile Range (IQR) is the middle 50% range of data defined as

IQR = q0.75 — q025 = Q3 — Q1. (1-10)
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lll Example 1.16  Student heights

Consider again the n = 10 data from Example 1.6. To find the variance let us com-
pute the n = 10 differences to the mean, that is (x; — 178)

-10 -17 -11 1 6 -12 20 9 13 1.

So, if we square these and add them up we get

10

Y (xi—%)* =10+ 172 + 112 + 1> + 6> + 122 + 20> + 9* 4+ 13% + 1> = 1342.
Therefore the sample variance is

§? = %1342 = 149.1,

and the sample standard deviation is
s = 12.21.

We can interpret this as: people are on average around 12 cm away from the mean
height of 178 cm. The Range and Inter Quartile Range (IQR) are easily found from
the ordered data table in Example 1.6 and the earlier found quartiles in Example 1.9

Range = maximum — minimum = 198 — 161 = 37,

IOR = Q3 — Q; = 187 — 167 = 20.

Hence 50% of all people (in the sample) lie within 20 cm.

Note, that the standard deviation in the example has the physical unit cm,
whereas the variance has cm?. This illustrates the fact that the standard de-
viation has a more direct interpretation than the variance in general.

1.4.3 Measures of relation: correlation and covariance

When two observational variables are available for each observational unit, it
may be of interest to quantify the relation between the two, that is to quantify
how the two variables co-vary with each other, their sample covariance and/or
sample correlation.
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|l Example 1.17  Student heights and weights

In addition to the previously given student heights we also have their weights (in
kg) available

Heights (x;) | 168 161 167 179 184 166 198 187 191 179
Weights (y;) | 65.5 583 681 857 805 634 1026 914 867 789 °

The relation between weights and heights can be illustrated by the so-called scatter-
plot, cf. Section 1.6.4, where e.g. weights are plotted versus heights:

o ‘ 7
S — |
|
|
o | ‘ 8
(@)Y |
= 4 i
5 ®4y=781__ 10__° ]
= :
|
E ] 3 :
6 1 |
@S- ) X ':—- 178
I I I [
160 170 180 190
Height

Each point in the plot corresponds to one student - here illustrated by using the
observation number as plot symbol. The (expected) relation is pretty clear now -
different wordings could be used for what we see:

* Weights and heights are related to each other
¢ Higher students tend to weigh more than smaller students
¢ There is an increasing pattern from left to right in the "point cloud”

e If the point cloud is seen as an (approximate) ellipse, then the ellipse clearly is
horizontally upwards “tilted”.

¢ Weights and heights are (positively) correlated to each other

The sample covariance and sample correlation coefficients are a summary statis-
tics that can be calculated for two (related) sets of observations. They quantify
the (linear) strength of the relation between the two. They are calculated by
combining the two sets of observations (and the means and standard deviations
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from the two) in the following ways:

Il Definition 1.18 Sample covariance

The sample covariance is

1 n
Sxy = m; (xi — %) (yi —7)- (1-11)

Il Definition 1.19  Sample correlation

The sample correlation coefficient is

1 G fxi—x\ (vi—F\ _ Sxy ]
CREC(Y - e

i—1 Sy

where sy and sy is the sample standard deviation for x and y respectively.

When x; — % and y; — 7 have the same sign, then the point (x;, y;) give a positive
contribution to the sample correlation coefficient and when they have opposite

signs the point give a negative contribution to the sample correlation coefficient,
as illustrated here:

lll Example 1.20  Student heights and weights

The sample means are found to be
¥ =178 and § = 78.1.

Using these we can show how each student deviate from the average height and

weight (these deviations are exactly used for the sample correlation and covariance
computations)

Student 1 2 3 4 5 6 7 8 9 10
Height (x;) 168 161 167 179 184 166 198 187 191 179
Weight (v;) 655 583 681 857 805 634 1026 914 867 789
(xi — %) 10 17 11 1 6 12 20 9 13 1

(yi — 1) 2126 -198 -10 76 24 -147 245 133 86 08
(xi—%)(yi—79) | 1261 3368 110.1 7.6 143 1765 4898 1196 1117 08

Student 1 is below average on both height and weight (—10 and — 12.6). Student
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10 is above average on both height and weight (+1 and + 0.8).s

The sample covariance is then given by the sum of the 10 numbers in the last row of
the table

1
Sxy = §(126.1 +336.84+110.1 + 7.6 + 14.3 + 176.5 - 489.8 + 119.6 + 111.7 + 0.8)

1

= —-1493.3
9

= 1659

And the sample correlation is then found from this number and the standard devia-
tions

sy = 12.21 and s, = 14.07.

(the details of the s, computation is not shown). Thus we get the sample correlation
as

165.9

'= 011407 07

Note how all 10 contributions to the sample covariance are positive in the ex-
ample case - in line with the fact that all observations are found in the first
and third quadrants of the scatter plot (where the quadrants are defined by the
sample means of x and y). Observations in second and fourth quadrant would
contribute with negative numbers to the sum, hence such observations would
be from students with below average on one feature while above average on the
other. Then it is clear that: had all students been like that, then the covariance
and the correlation would have been negative, in line with a negative (down-
wards) trend in the relation.

We can state (without proofs) a number of properties of the sample correlation
r:

lll Remark 1.21  Properties of the sample correlation,

¢ risalwaysbetween —land 1l: -1 <r <1
¢ r measures the degree of linear relation between x and y
¢ r = +1if and only if all points in the scatterplot are exactly on a line

e r > 0if and only if the general trend in the scatterplot is positive

r < 0if and only if the general trend in the scatterplot is negative
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The sample correlation coefficient measures the degree of linear relation be-
tween x and y, which imply that we might fail to detect non-linear relationships,
illustrated in the following plot of four different point clouds and their sample
correlations:

r~ 0.95 r~—-05
C\!* L] L]
B ,-..‘:é — — .. "
« o T T o JURR I S
(<2 o .'....-" .? . o - :-"\ .':' . -.'.~‘. ., °
> 1 o o ° H .* o’ 'y > .:':v-:" Y '.';', LI T ®. '.
g o« 3 :3}5: —_ **°% ve T Ve featter
ST AL B I
_ '.:':t.'.- ° ..- . ;. °e
< .-"&‘. oo ' .
o ..-' ° °
T T T T T I T T T T T I
0.0 0.2 0.4 0.6 0.8 1.0 0.0 0.2 0.4 0.6 0.8 1.0
X X
r~0 r=0
~ Y N .. ) .
o % o .' * ° ® * ..' % ] .: .5""‘=!:.0
—— 8 -.'.. o o o8 - o . 0 | ...-‘.. [ '. F ]
o L. X4 $ oo ":’. . ..‘ d © : '-‘. * °ee
(=l .} "W =...- .:'c~" -. % ,' ° — * .I g l' LY
> . 0ge o o ...$- ° o :. ¥ i > ..' °® ". °
— .-.. ‘. b 1 ﬁo. -..:. -...- o c. gg 4‘ .- ..
o H o ° ... '. . ° B .P ° ....'.
(\|l* : ... o ® L4 'i. .-5
o_|w *
0 _| ° . = ’
! T T T T T I T T T T T I
0.0 0.2 0.4 0.6 0.8 1.0 0.0 0.2 0.4 0.6 0.8 1.0
X X

The sample correlation in both the bottom plots are close to zero, but as we see
from the plot this number itself doesn’t imply that there no relation between y
and x - which clearly is the case in the bottom right and highly non-linear case.

Sample covariances and correlation are closely related to the topic of linear re-
gression, treated in Chapter 5 and 6 , where we will treat in more detail how we
can find the line that could be added to such scatterplots to describe the relation
between x and y in a different (but related) way, as well as the statistical analysis
used for this.

1.5 Introduction to R and RStudio

The program R is an open source software for statistics that you can download
to your own laptop for free. Go to http://mirrors.dotsrc.org/cran/ and se-


http://mirrors.dotsrc.org/cran/
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lect your platform (Windows, Mac or Linux) and follow instructions to install.

RStudio is a free and open source integrated development environment (IDE)
for R. You can run it on your desktop (Windows, Mac or Linux) or even over
the web using RStudio Server. It works as (an extended) alternative to running R
in the basic way through a terminal. This will be used in the course. Download
it from http://wuw.rstudio.com/ and follow installation instructions. To use
the software, you only need to open RStudio (R will then be used by RStudio for
carrying out the calculations).

1.5.1 Console and scripts

Once you have opened RStudio, you will see a number of different windows.
One of them is the console. Here you can write commands and execute them by
hitting Enter. For instance:

>
> 2+3

(1] 5

In the console you cannot go back and change previous com-
mands and neither can you save your work for later. To do this
1 you need to write a script. Go to File->New->R Script. In the

script you can write a line and execute it in the console by hitting
Ctrl+Enter (Windows) or Cmd+Enter (Mac). You can also mark
several lines and execute them all at the same time.

1.5.2 Assignments and vectors

If you want to assign a value to a variable, you can use = or <-. The latter is the
preferred by R-users, so for instance:

>

>y<—3

It is often useful to assign a set of values to a variable like a vector. This is done
with the function c (short for concatenate):


http://www.rstudio.com/
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x <- c(1, 4, 6, 2)
X

[1] 1 46 2

Use the colon :, if you need a sequence, e.g. 1 to 10:

>
> x <- 1:10
> x

1] 1 2 3 4 5 6 7 8 910

You can also make a sequence with a specific stepsize different from 1

>
> x <- seq(0, 1, by=0.1)
> X

[1] 0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0

If you are in doubt of how to use a certain function, the help page can be opened
by typing 7 followed by the function, e.g. 7seq.

If you know Matlab then this document Hiebeler-matlabR.pdf can
1 be very helpful.

1.5.3 Descriptive statistics

All the summary statistics measures presented in Section 1.4 can be found as
functions or part of functions in R:

® mean(x) - mean value of the vector x
e var(x) - variance
e sd(x) - standard deviation

e median(x) - median


http://cran.r-project.org/doc/contrib/Hiebeler-matlabR.pdf
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* quantile(x,p) - finds the pth quantile. p can consist of several different
values, e.g. quantile(x,c(0.25,0.75)) orquantile(x,c(0.25,0.75), type=2)

® cov(x, y) -the covariance of the vectors x and y

* cor(x, y) - the correlation

Please again note that the words quantiles and percentiles are used interchange-
ably - they are essentially synonyms meaning exactly the same, even though the
formal distinction has been clarified earlier.

lll Example 1.22 Summary statistics in R

Consider again the n = 10 data from Example 1.6. We can read these data into R
and compute the sample mean and sample median as follows:

## Sample Mean and Median
x <- c(168, 161, 167, 179, 184, 166, 198, 187, 191, 179)

mean (x)

[1] 178

median (x)

[1] 179

The sample variance and sample standard deviation are found as follows:

## Sample wvariance and standard deviation
var (x)

[1] 149.1

sqrt (var(x))

[1] 12.21

sd(x)

[1] 12.21

The sample quartiles can be found by using the quantile function as follows:
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quantile(x, type=2)

0% 25% 50% 75% 100%
161 167 179 187 198

The option “type=2" makes sure that the quantiles found by the function is found
using the definition given in Definition 1.7. By default, the quantile function would
use another definition (not detailed here). Generally, we consider this default choice
just as valid as the one explicitly given here, it is merely a different one. Also the
quantile function has an option called “probs” where any list of probability values
from 0 to 1 can be given. For instance:

quantile(x, probs=seq(0, 1, by=0.10), type=2)

0% 10% 20% 30% 40% 50% 60% 70% 80% 90% 100%
161.0 163.5 166.5 168.0 173.5 179.0 184.0 187.0 189.0 194.5 198.0

1.5.4 Use of R in the course and at the exam

You should bring your laptop with R intalled with you to the teaching activity
and to the exam. We will need access to the so-called probability distributions
to do statistical computations, and the values of these distributions are not oth-
erwise part of the written material: These probability distributions are part of
many different softwares, also Excel, but it is part of the syllabus to be able to
work with these within R.

Apart from access to these probability distributions, the R-software is used in
three ways in our course

1. As a pedagogical learning tool: The random variable simulation tools in-
built in R enables the use of R as a way to illustrate and learn the principles
of statistical reasoning that are the main purposes of this course.

2. As a pocket calculator substitute - that is making R calculate “manually”
- by simple routines - plus, minus, squareroot etc. whatever needs to be
calculated, that you have identified by applying the right formulas from
the proper definitions and methods in the written material.

3. As a ”"probability calculus and statistical analysis machine” where e.g.
with some data fed into it, it will, by inbuilt functions and procedures
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do all relevant computations for you and present the final results in some
overview tables and plots.

We will see and present all three types of applications of R during the course.
For the first type, the aim is not to learn how to use the given R-code itself
but rather to learn from the insights that the code together with the results of
applying it is providing. It will be stated clearly whenever an R-example is of
this type. Types 2 and 3 are specific tools that should be learned as a part of the
course and represent tools that are explicitly relevant in your future engineering
activity. It is clear that at some point one would love to just do the last kind
of applications. However, it must be stressed that even though the program is
able to calculate things for the user, understanding the details of the calculations
must NOT be forgotten - understanding the methods and knowing the formulas
is an important part of the syllabus, and will be checked at the exam.

|l Remark 1.23 BRING and USE pen and paper PRIOR to R

For many of the exercises that you are asked to do it will not be possible to
just directly identify what R-command(s) should be used to find the results.
The exercises are often to be seen as what could be termed “problem math-
ematics” exercises. So, it is recommended to also bring and use pen and
paper to work with the exercises to be able to subsequently know how to
finally finish them by some R-calculations.(If you adjusted yourself to some
digitial version of “pen-and-paper”, then this is fine of course.)

ll Remark 1.24 R is not a substitute for your brain activity in this
course!

The software R should be seen as the most fantastic and easy computa-
tional companion that we can have for doing statistical computations that
we could have done “manually”, if we wanted to spend the time doing
it. All definitions, formulas, methods, theorems etc. in the written mate-
rial should be known by the student, as should also certain R-routines and
functions.

A good question to ask yourself each time that you apply en inbuilt R-function
is: “"Would I know how to make this computation “manually”?”. There are few
exceptions to this requirement in the course, but only a few. And for these the
question would be: “Do I really understand what R is computing for me now?”
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1.6 Plotting, graphics - data visualisation

A really important part of working with data analysis is the visualisation of the
raw data, as well as the results of the statistical analysis — the combination of
the two leads to reliable results. Let us focus on the first part now, which can
be seen as being part of the explorative descriptive analysis also mentioned in
Section 1.4. Depending on the data at hand different types of plots and graphics
could be relevant. One can distinguish between quantitative vs. categorical data.
We will touch on the following type of basic plots:

¢ Quantitative data:
- Frequency plots and histograms
- box plots
- cumulative distribution
— Scatter plot (xy plot)

* Categorical data:

— Bar charts

— Pie charts

1.6.1 Frequency distributions and the histogram

The frequency distribution is the count of occurrences of values in the sample
for different classes using some classification, for example in intervals or by
some other property. It is nicely depicted by the histogram, which is a bar-plot
of the occurrences in each classes.
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lll Example 1.25 Histogram in R

Consider again the n = 10 sample from Example 1.6.

## A histogram of the hetights
hist (x)

Frequency
2
|

160 170 180 190 200

The default histogram uses equidistant interval widths (the same width for all
intervals) and depicts the raw frequencies/counts in each interval. One may
change the scale into showing what we will learn to be densities by dividing the
raw counts by 7 and the interval width, i.e.

"Interval count”
n - ("Interval width")

By plotting the densities a density histogram also called the empirical density
the area of all the bars add up to 1:
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lll Example 1.26 Empirical density in R

## A density histogram or empirical density of the heights
hist(x, prob=TRUE, col="red", nclass=8)
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The R-function hist makes some choice of the number of classess based on
the number of observations - it may be changed by the user option nclass as
illustrated here, although the original choice seems better in this case due to the
very small sample.

1.6.2 Cumulative distributions

The cumulative distribution can be visualized simply as the cumulated relative
frequencies either across classes, as also used in the histogram, or individual
data points, which is then called the empirical cumulative distribution function:
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lll Example 1.27 Cumulative distribution plot in R

plot(ecdf(x), verticals=TRUE)
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=
\ \ \ \ \

160 170 180 190 200

X

The empirical cumulative distribution function F, is a step function with jumps
i/n at observation values, where i is the number of identical(tied) observations
at that value.

For observations (x1,x,...,%,), F,(x) is the fraction of observations less or
equal to x, that mathematically can be expressed as

Fu(x)= ) 1 (1-13)

j where x;<x n

1.6.3 The box plot and the modified box plot

The so-called box plot in its basic form depicts the five quartiles (min, Q;, me-
dian, Q3, max) with a box from Q; to Q3 emphasizing the Inter Quartile Range

(IQR):
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lll Example 1.28 Box plotin R

## A basic box plot of the heights (range=0 makes it "basic")
boxplot(x, range=0, col="red", main="Basic box plot")

## Add the blue text

text(1.3, quantile(x), c("Minimum","Q1","Median","Q3","Maximum"),

col="blue")
Basic box plot
e Maximum
|
o l
@ —
— | Q3
B )
® Median
o
5 —
‘ Q1
|
Q- — Minimum
i

In the modified box plot the whiskers only extend to the min. and max. obser-
vation if they are not too far away from the box: defined to be 1.5 x IQR. Obser-
vations further away are considered as extreme observations and will be plotted
individually - hence the whiskers extend from the smallest to the largest obser-
vation within a distance of 1.5 x IQR of the box (defined as either 1.5 x IQR
larger than Qs or 1.5 x IQR smaller than Q).
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lll Example 1.29 Box plotin R

If we add an extreme observation, 235 cm, to the heights sample and make the mod-
ified box plot - the default in R- and the basic box plot, then we have:

## Add an extreme wvalue and box plot
boxplot(c(x, 235), col="red", main="Modified box plot")
boxplot(c(x, 235), col="red", main="Basic box plot", range=0)

Modified box plot Basic box plot
@) Maximum —— Maximum
|
S - S |
o o |
|
|
o o |
& —T & [
|
‘ Q3 Q3
o o
€29 - Median €29 Median
Q1 Q1
§ - —L—  Minimum § _ —-—  Minimum

Note that since there was no extreme observations among the original 10 observa-
tions, the two ”different” plots would be the same if we didn’t add the extreme 235
cm observation.

The box plot hence is an alternative to the histogram in visualising the distribu-
tion of the sample. Itis a convenient way of comparing distributions in different
groups, if such data is at hand.

lll Example 1.30 Box plotin R

This example shows some ways of working with R to illustrate data.

In another statistics course the following heights of 17 female and 23 male students
were found:

Males 152 171 173 173 178 179 180 180 182 182 182 185
185 185 185 185 186 187 190 190 192 192 197
Females | 159 166 168 168 171 171 172 172 173 174 175 175
175 175 175 177 178
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The two modified box plots of the distributions for each gender can be generated by
a single call to the boxplot function:

## Box plot with two groups

Males <- c(152, 171, 173, 173, 178, 179, 180, 180, 182, 182, 182, 185,
185 ,185, 185, 185 ,186 ,187 ,190 ,190, 192, 192, 197)

Females <-c(159, 166, 168 ,168 ,171 ,171 ,172, 172, 173, 174 ,175 ,175,
175, 175, 175, 177, 178)

boxplot(list(Males, Females), col=2:3, names=c("Males", "Females"))
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At this point, it should be noted that in real work with data using R, one would
generally not import data into R by explicit listings in an R-script as here. This
only works for very small data sets. Usually the data is imported from some-
where else, e.g. from a spread sheet exported in a . csv (comma separated values)
format as shown here:
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|l Example 1.31 Read and explore data in R

The gender grouped student heights data used in Example 1.30 is avail-
able as a .csv-file via http://www2.compute.dtu.dk/courses/introstat/data/
studentheights.csv. The structure of the data file, as it would appear in a spread
sheet program (e.g. LibreOffice Calc or Excel) is two columns and 40+1 rows includ-
ing a header row:

1 Height Gender
2 152 male
3 171 male
4 173 male
24 197 male

25 159 female
26 166 female
27 168 female

39 175 female
40 177 female
41 178 female

The data can now be imported into R with the read. table function:

## Read the data (note that per default sep="," but here semicolon)
studentheights <- read.table("studentheights.csv", sep=";", dec=".",
header=TRUE)

The resulting object studentheights is now a so-called data.frame, which is the
class used for such tables in R. There are some ways of getting a quick look at what
kind of data is really in a data set:


http://www2.compute.dtu.dk/courses/introstat/data/studentheights.csv
http://www2.compute.dtu.dk/courses/introstat/data/studentheights.csv
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## Have a look at the first 6 rows of the data
head(studentheights)

Height Gender

1 152  male
2 171 male
3 173 male
4 173 male
5 178 male
6 179 male

## Get an overview
str(studentheights)

'data.frame': 40 obs. of 2 variables:
$ Height: int 152 171 173 173 178 179 180 180 182 182 ...
$ Gender: Factor w/ 2 levels "female","male": 2 222222222 ...

## Get a summary of each column/variable in the data
summary (studentheights)

Height Gender
Min. :152.0 female:17
1st Qu.:172.8 male :23
Median :177.5
Mean :177.9
3rd Qu.:185.0
Max. :197.0

For quantitative variables we get the quartiles and the mean from summary. For
categorical variables we see (some of) the category frequencies . A data structure like
this is commonly encountered (and often the only needed) for statistical analysis.
The gender grouped box plot can now be generated by:
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## Box plot for each gender
boxplot (Height ~ Gender, data=studentheights, col=2:3)
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The R-syntax Height ~ Gender with the tilde symbol “~” is one that we will use a
lot in various contexts such as plotting and model fitting. In this context it can be
understood as “Height is plotted as a function of Gender”.

1.6.4 The Scatter plot

The scatter plot can be used for two quantitative variables. It is simply one
variable plotted versus the other using some plotting symbol.

|l Example 1.32 Explore data included in R

Now we will use a data set available as part of R itself. Both base R and many addon
R-packages include data sets, which can be used for testing and practicing. Here we
will use the mtcars data set. If you write:

## See information about the micars data
?mtcars
you will be able to read the following as part of the help info:

“The data was extracted from the 1974 Motor Trend US magazine, and comprises fuel con-
sumption and 10 aspects of automobile design and performance for 32 automobiles (1973-74
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models). A data frame with 32 observations on 11 variables. Source: Henderson and Velle-
man (1981), Building multiple regression models interactively. Biometrics, 37, 391-411.”

Let us plot the gasoline use, (mpg=miles pr. gallon), versus the weight (wt):

## To make 2 plots

par (mfrow=c(1,2))

## First the default version

plot(mtcars$wt, mtcars$mpg, xlab="wt", ylab="mpg")

## Then a nicer version

plot(mpg ~ wt, xlab="Car Weight (1000lbs)", data=mtcars,
ylab="Miles pr. Gallon", col=factor(am),
main="Inverse fuel usage vs. size")

## Add a legend to the plot

legend("topright", c("Automatic transmission","Manual transmission"),

col=c("black","red"), pch=1, cex=0.7)

Inverse fuel usage vs. size

© o & o O Automatic transmission
O Manual transmission
% _|{GD - % _{aD
@ ) @
a4 ° o g8 7 o
2o o o (2 o o
g o | G0 © a o | G0 ©
3\ @] g e) % N @] g e)
o) § o 4
2 ©go o 2 ©®o o
O O
o _| OO o _| OO
— \ T — \ T T T
2 3 4 2 3 4 5
wt Car Weight (10001bs)

In the second plot call we have used the so-called formula syntax of R, that was
introduced above for the grouped box plot. Again, it can be read: “mpg is plotted
as a function of wt”. Note also how a color option, col=factor(am), can be used to
group the cars with and without automatic transmission, stored in the data column

am in the data set.

1.6.5 Bar plots and Pie charts

All the plots described so far were for quantitative variables. For categorical
variables the natural basic plot would be a bar plot or pie chart visualizing the
relative frequencies in each category.
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lll Example 1.33  Bar plots and Pie charts in R

For the gender grouped student heights data used in Example 1.30 we can plot the
gender distribution by:

## Barplot
barplot(table(studentheights$Gender), col=2:3)
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## Pie chart
pie(table(studentheights$Gender), cex=1, radius=1)

female

male
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1.6.6 More plots in R?

A good place for getting more inspired on how to do easy and nice plots in Ris:
http://www.statmethods.net/.


http://www.statmethods.net/
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1.7 Exercises

Il Exercise 1.1 Infant birth weight

In a study of different occupational groups the infant birth weight was recorded
for randomly selected babies born by hairdressers, who had their first child.
The following table shows the weight in grams (observations specified in sorted
order) for 10 female births and 10 male births:

Females (x) | 2474 2547 2830 3219 3429 3448 3677 3872 4001 4116
Males (y) 2844 2863 2963 3239 3379 3449 3582 3926 4151 4356

Solve at least the following questions a)-c) first “manually” and then by the
inbuilt functions in R. It is OK to use R as alternative to your pocket calculator
for the “manual” part, but avoid the inbuilt functions that will produce the
results without forcing you to think about how to compute it during the manual
part.

a) What is the sample mean, variance and standard deviation of the female
births? Express in your own words the story told by these numbers. The
idea is to force you to interpret what can be learned from these numbers.

b) Compute the same summary statistics of the male births. Compare and
explain differences with the results for the female births.

c) Find the five quartiles for each sample — and draw the two box plots with
pen and paper (i.e. not using R.)

d) Are there any “extreme” observations in the two samples (use the modified
box plot definition of extremness)?

e) What are the coefficient of variations in the two groups?
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lll Exercise 1.2 Course grades

To compare the difficulty of 2 different courses at a university the following
grades distributions (given as number of pupils who achieved the grades) were
registered:

Course1 Course 2 | Total
Grade 12 20 14 34
Grade 10 14 14 28
Grade 7 16 27 43
Grade 4 20 22 42
Grade 2 12 27 39
Grade 0 16 17 33
Grade -3 10 22 32
Total 108 143 | 251

a) What is the median of the 251 achieved grades?

b) What are the quartiles and the IQR (Inter Quartile Range)?

lll Exercise 1.3 Cholesterol

In a clinical trial of a cholesterol-lowering agent, 15 patients’ cholesterol (in
mmol L~!) was measured before treatment and 3 weeks after starting treatment.
Data is listed in the following table:

Patient | 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
Before {91 80 77 100 96 79 90 71 83 96 82 92 73 85 95
After 82 64 66 85 80 58 78 72 67 98 71 77 60 66 84

a) What is the median of the cholesterol measurements for the patients before
treatment, and similarly after treatment?

b) Find the standard deviations of the cholesterol measurements of the pa-
tients before and after treatment.
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c) Find the sample covariance between cholesterol measurements of the pa-
tients before and after treatment.

d) Find the sample correlation between cholesterol measurements of the pa-
tients before and after treatment.

e) Compute the 15 differences (Dif = Before — After) and do various sum-
mary statistics and plotting of these: sample mean, sample variance, sam-
ple standard deviation, boxplot etc.

f) Observing such data the big question is whether an average decrease in
cholesterol level can be “shown statistically”. How to formally answer
this question is presented in Chapter 3, but consider now which summary
statistics and/or plots would you look at to have some idea of what the
answer will be?

lll Exercise 1.4 Project start

a) Go to CampusNet and take a look at the first project and read the project
page on the website for more information (02323.compute.dtu.dk/Agendas
or 02402.compute.dtu.dk/Agendas). Follow the steps to import the data
into R and get started with the explorative data analysis.


http://02323.compute.dtu.dk/Agendas/
http://02402.compute.dtu.dk/Agendas/
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lll Chapter 2

Probability and simulation

In this chapter elements from probability theory are introduced. These are
needed to form the basic mathematical description of randomness. For example
for calculating the probabilities of outcomes in various types of experimental or
observational study setups. Small illustrative examples, such as e.g. dice rolls
and lottery draws, and natural phenomena such as the waiting time between
radioactive decays are used as throughout. But the scope of probability theory
and it’s use in society, science and business, not least engineering endavour,
goes way beyond these small examples. The theory is introduced together with
illustrative R code examples, which the reader is encouraged to try and interact
with in parallel to reading the text. Many of these are of the learning type, cf.
the discussion of the way R is used in the course in Section 1.5.

2.1 Random variable

The basic building blocks to describe random outcomes of an experiment are
introduced in this section. The definition of an experiment is quite broad. It can
be an experiment, which is carried out under controlled conditions e.g. in a
laboratory or flipping a coin, as well as an experiment in conditions which are
not controlled, where for example a process is observed e.g. observations of
the GNP or measurements taken with a space telescope. Hence, an experiment
can be thought of as any setting in which the outcome cannot be fully known.
This for example also includes measurement noise, which are random “errors”
related to the system used to observe with, maybe originating from noise in
electrical circuits or small turbulence around the sensor. Measurements will
always contain some noise.

First the sample space is defined:
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Il Definition 2.1

The sample space S is the set of all possible outcomes of an experiment.

lll Example 2.2

Consider an experiment in which a person will throw two paper balls with the pur-
pose of hitting a wastebasket. All the possible outcomes forms the sample space of
this experiment as

S = {(miss,miss), (hit,miss), (miss hit), (hit hit) }. (2-1)

Now a random variable can be defined:

Il Definition 2.3

A random variable is a function which assigns a numerical value to each out-
come in the sample space. In this book random variables are denoted with
capital letters, e.g.

XY,.... (2-2)

lll Example 2.4

Continuing the paper ball example above, a random variable can be defined as the
number of hits, thus

X ((miss,miss)) =0, (2-3)
X ((hitmiss)) =1, (2-4)
X ((miss/hit)) =1, (2-5)

X ((hithit)) = 2. (2-6)

In this case the random variable is a function which maps the sample space S to
positive integers, i.e. X : S — INo.
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lll Remark 2.5

The random variable represents a value of the outcome before the experiment
is carried out. Usually the experiment is carried out n times and there are
random variables for each of them

{X;:1,2,...,n}. (2-7)

After the experiment has been carried out # times a set of values of the ran-
dom variable is available as

{x;:1,2,...,n}. (2-8)

Each value is called a realization or observation of the random variable and
is denoted with a small letter sub-scripted with an index i, as introduced in
Chapter 1.

Finally, in order to quantify probability, a random variable is associated with
a probability distribution. The distribution can either be discrete or continuous
depending on the nature of the outcomes:

¢ Discrete outcomes can for example be: the outcome of a dice roll, the num-
ber of children per family, or the number of failures of a machine per year.
Hence some countable phenomena which can be represented by an inte-

ger.

¢ Continuous outcomes can for example by: the weight of the yearly har-
vest, the time spend on homework each week, or the electricity generation
per hour. Hence a phenomena which can be represented by a continuous
value.

Furthermore, the outcome can either be unlimited or limited. This is most ob-
vious in the case discrete case, e.g. a dice roll is limited to the values between
1 and 6. However it is also often the case for continuous random variables, for
example many are non-negative (weights, distances, etc.) and proportions are
limited to a range between 0 and 1.

Conceptually there is no difference between the discrete and the continuous
case, however it is easier to distinguish since the formulas, which in the discrete
case are with sums, in the continuous case are with integrals. In the remaining
of this chapter, first the discrete case is presented and then the continuous.
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2.2 Discrete random variables

In this section discrete distributions and their properties are introduced. A dis-
crete random variable has discrete outcomes and follows a discrete distribution.

To exemplify, consider the outcome of one roll of a fair six-sided dice as the
random variable X", Tt has six possible outcomes, each with equal probability.
This is specified with the probability density function.

Il Definition 2.6
For a discrete random variable X the probability density function (pdf) is

It assigns a probability to every possible outcome value x.
A discrete pdf fulfills two properties: there are no negative probabilities for
any outcome value

f(x) >0 forall x, (2-10)

and the probabilities for all outcome values sum to one

Y f(x)=1. (2-11)

all x
lll Example 2.7
For the fair dice the pdfis
X |1 2 3 4 5 6
frwe@) [ 5 5 5 5 5 s

If the dice is not fair, maybe it has been modified to increase the probability of rolling
a six, the pdf could for example be

x |

qunfair (X) ‘

NI =
NI= N
Ni= W
NN
Ni— O
NN O

where X'fai j5 a random variable representing the value of a roll with the unfair
dice.
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The pdfs are plotted: the left plot shows the pdf of a fair dice and the right plot the
pdf of an unfair dice:
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lll Remark 2.8

Note that the pdfs has subscript with the symbol of the random variable to
which they belong. This is done when there is a need to distinguish between
pdfs e.g. for several random variables. For example if two random variables
X and Y are used in same context, then: fx(x) is the pdf for X and fy(x) for

Y, similarly the sample standard deviation sy is for X and sy is for Y, and so
forth.

The cumulated distribution function (cdf), or simply the distribution function, is of-
ten used.

|l Definition 2.9  The cdf

The cumulated distribution function (cdf) for the discrete case is the probability
of realizing an outcome below or equal to the value x

Flx)=P(X<x)= ). f(x)= ) PX=x). (212

j where xj<x j where xj<x
The probability that the outcome of X is in a range is

P(a < X < b) = F(b) — F(a). (2-13)
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For the fair dice the probability of an outcome below or equal to 4 can be calcu-
lated

4
1 1 1 1 2
Fxfair(4) - fofair(xj) =—-+-+-+-==. (2-14)
= 6 6 6 6 3

lll Example 2.10

For the fair dice the cdf is

x |
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The cdf for a fair dice is plotted in the left plot and the cdf for an unfair dice is plotted
in the right plot:
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2.2.1 Introduction to simulation

One nice thing about having computers available is that we try things in virtual
reality - this we can here use here to play around while learning how prob-
ability and statistics work. With the pdf defined an experiment can easily be
simulated, i.e. instead of carrying out the experiment in reality it is carried out
using a model on the computer. When the simulation includes generating ran-
dom numbers it is called a stochastic simulation. Such simulation tools are readily
available within R, and it can be used for as well learning purposes as a way to
do large scale complex probabilistic and statistical computations. For now it
will be used in the first way.

lll Example 2.11  Simulation of rolling a dice

Let’s simulate the experiment of rolling a dice using the following R code (open the
file chapter2-ProbabilitySimulation.R and try it)

## Make a random draw from (1,2,3,4,5,6) with equal probability
## for each outcome
sample(1:6, size=1)

The simulation becomes more interesting when the experiment is repeated many
times, then we have a sample and can calculate the empirical density function (or em-
pirical pdf or density histogram, see Section 1.6.1) as a discrete histogram and actually
“see” the shape of the pdf

## Simulate a fair dice

## Number of simulated realizations

n <- 30

## Draw independently from the set (1,2,3,4,5,6) with equal probability
xFair <- sample(1:6, size=n, replace=TRUE)

## Count the number of each outcome using the table function
table(xFair)

## Plot the pdf

par (mfrow=c(1,2))

plot(rep(1/6,6), type="h", col="red", ylim=c(0,1), lwd=10)

## Plot the empirical pdf

lines(table(xFair)/n, lwd=4)

## Plot the cdf

plot (cumsum(rep(1/6,6)), ylim=c(0,1), lwd=10, type="h", col="red")
## Add the empirical cdf

lines(cumsum(table(xFair)/n), lwd=4, type="h")


../book-scripts/chapter2-ProbabilitySimulation.R
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i\ Try simulating with different number of rolls n and describe how this affects
the accuracy of the empirical pdf compared to the pdf?

Now repeat this with the unfair dice

## Simulate an unfair dice

## Number of simulated realizations

n <- 30

## Draw independently from the set (1,2,3,4,5,6) with higher

## probability for a siz

xUnfair <- sample(1:6, size=n, replace=TRUE, prob=c(rep(1/7,5),2/7))
## Plot the pdf

plot(c(rep(1/7,5),2/7), type="h", col="red", ylim=c(0,1), 1lwd=10)

## Plot the empirical density function

lines(table(xUnfair)/n, lwd=4)

## Plot the cdf

plot (cumsum(c(rep(1/7,5),2/7)), ylim=c(0,1), lwd=10, type="h", col="red")
## Add the empirical cdf

lines(cumsum(table(xUnfair)/n), lwd=4, type="h")
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Compare the fair and the unfair dice simulations:

i ‘ How did the empirical pdf change?

é = | By simply observing the empirical pdf can we be sure to distinguish be-
tween the fair and the unfair dice?

e X ‘ How does the number of rolls n affect how well we can distinguish the two
dices?

One reason to simulate becomes quite clear here: it would take considerably
more time to actually carry out these experiments. Furthermore, sometimes
calculating the theoretical properties of random variables (e.g. products of sev-
eral random variables etc.) are impossible and simulations can be a useful way
to obtain such results.

Random number sequences generated with software algorithms have the prop-
erties of real random numbers, e.g. they are independent, but are in fact de-
terministic sequences depending on a seed, which sets an initial value of the
sequence. Therefore they are named pseudo random numbers, since they behave
like and are used as random numbers in simulations, but are in fact determin-
istic sequences.
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lll Remark 2.12 Random numbers and seed in R

In R the initial values can be set with a single number called the seed as
demonstrated with the following R code. As default the seed is created from
the time of start-up of a new instance of R. A way to generate truly (i.e. non-
pseudo) random numbers can be to sample some physical phenomena, for
example atmospheric noise as done at www.random. org.

set.seed(127)

sample(1:10)
[1] 3 1 2 8 7 410 9 6 5

sample(1:10)
[1] 9 3 7 210 8 6 1 5 4

set.seed(127)
sample(1:10)

(1] 3 1 2 8 7 410 9 6 5

2.2.2 Mean and variance

In Chapter 1 the sample mean and the sample variance were introduced. They
indicate respectively the centering and the spread of data, i.e. of a sample. In
this section the mean and variance are introduced. They are properties of the
distribution of a random variable, they are called population parameters. The
mean indicates where the distribution is centered. The variance indicates the
spread of the distribution.


www.random.org
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Mean and expected value

The mean () of a random variable is the population parameter which most sta-
tistical analysis focus on. It is formally defined as a function E(X): the expected
value of the random variable X.

Il Definition 2.13  Mean value

The mean of a discrete random variable X is

o0

u=E(X) =Y xf(x), (2-15)

i=1

where x; is the value and f(x;) is the probability that X takes the outcome
value x;.

The mean is simply the weighted average over all possible outcome values,
weighted with the corresponding probability. As indicated in the definition
there might be infinitely many possible outcome values, hence, even if the total
sum of probabilities is one, then the probabilities must go sufficiently fast to
zero for increasing values of X in order for the sum to be defined.

Il Example 2.14

For the fair dice the mean is calculated by

. 1 1 1 1 1 1
we = E(XFIN) =12 +2° +3- +4- 45 +6_ =35,
. ( ) 6+ 6+36+ 6+56+66 35

for the unfair dice the mean is

: 1 1 1 1 1 2
o unfair — 1= = = = L < ~ 386
oo = E(XUR) = 12+ 25 432 + 42 + 55 + 62 ~ 3.86

The mean of a random variable express the limiting value of an average of many
outcomes. If a fair dice is rolled a really high number of times the sample mean
of these will be very close to 3.5. For the statistical reasoning related to the use of
a sample mean as an estimate for y, the same property ensures that envisioning
many sample means (with the same 1), a meta like thinking, then the mean of
such many repeated sample means will be close to y.

After an experiment has been carried out n times then the sample mean or average
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can be calculated as previously defined in Chapter 1

];[:X':

|~

f x;. (2-16)

It is called a statistic, which means that it is calculated from a sample. Note the
use of a hat in the notation over p: this indicates that it is an estimate of the real
underlying mean.

Our intuition tells us that the estimate (f1) will be close to true underlying ex-
pectation (x) when n is large. This is indeed the case, to be more specific

E[% ZXZ»] = u (when E[X;] = u), and we say that the average is a central

estimator for the expectation. The exact quantification of these qualitative state-
ments will be covered in Chapter 3.

Now play a little around with the mean and the sample mean with some simu-
lations.

|l Example 2.15 Simulate and estimate the mean

Carrying out the experiment more than one time an estimate of the mean, i.e. the
sample mean, can be calculated. Simulate rolling the fair dice

n <- 30
xFair <- sample(1:6, size=n, replace=TRUE)
sum(xFair)/n

[1] 3.6

mean (xFair)

[1] 3.6

Let us see what happens with the sample mean of the unfair dice by simulating the
same number of rolls



Chapter 2 ||| 2.2 DISCRETE RANDOM VARIABLES 54

xUnfair <- sample(1:6, size=n, replace=TRUE, prob=c(rep(1/7,5),2/7))
mean (xUnfair)

[1] 3.967

i Consider the mean of the unfair dice and compare it to the mean of the fair
dice (see Example 2.14). Is this in accordance with your simulation results?

Let us again turn to how much we can “see” from the simulations and the impact
of the number of realizations 7 on the estimation. In statistics the term information is
used to refer to how much information is embedded in the data, and therefore how
accurate different properties (parameters) can be estimated from the data.

Repeat the simulations several times with n = 30. By simply comparing the
A sample means from a single simulation can it then be determined if the two
means really are different?

Repeat the simulations several times and increase n. What happens with to
A the “accuracy’ of the sample mean compared to the real mean? and thereby
how well it can be inferred if the sample means are different?

Does the information embedded in the data increase or decrease when 7 is
increased?

o

Variance and standard deviation

The second most used population parameter is the variance (or standard devia-
tion). It is a measure describing the spread of the distribution, more specifically
the spread away from the mean.
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Il Definition 2.16  Variance

The variance of a discrete random variable X is

o2 = V(X) = BI(X - )2] = ¥ (xi — w)f (1), 2-17)

e

I
[y

1

where x; is the outcome value and f(x;) is the pdf of the ith outcome value.
The standard deviation ¢ is the square root of the variance.

The variance is the expected value (i.e. average (weighted by probabilities)) of
the squared distance between the outcome and the mean value.

lll Remark 2.17

Notice that the variance cannot be negative.

The standard deviation is measured on the same scale (same units) as the ran-
dom variable, which is not case for the variance. Therefore the standard de-
viation can much easier be interpreted, when communicating the spread of a
distribution.

v | Consider how the expected value is calculated in Equation (2-15).
Q " | One can think of the squared distance as a new random variable
that has an expected value which is the variance of X.

lll Example 2.18

The variance of rolls with the fair dice is

U'Zfair _ E[(Xfair _ l/leair)z}

X

1 1 1 1 1 1
_ _ 2= o 2= o 2= o 2= 2= o 2=
= (1-35)° 2+ (2352 + (335 +(4-35)¢ +(5-35)°- +(6-35)°
_70

24

~ 2.92.

It was seen in Chapter 1, that after an experiment has been carried out n times
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the sample variance can be calculated as defined previously by

1 n
2 A2 Z _\2
S n 11 1( 1 ) ( )

and hence thereby also sample standard deviation s.

Again our intuition tells us that the statistic (e.g. sample variance), should in
some sense converge to the true variance - this is indeed the case and the we
call the sample variance a central estimator for the true underlying variance.
This convergence will be quantified for a special case in Chapter 3.

The sample variance is calculated by:

¢ Take the sample mean: ¥

N

Q i * Take the distance for each sample: x; — X

e Finally, take the average of the squared distances (using n —
1 in the denominator, see Chapter 1)

lll Example 2.19 Simulate and estimate the variance

Return to the simulations. First calculate the sample variance from n rolls of a fair
dice

n <- 30

xFair <- sample(1:6, size=n, replace=TRUE)
distances <- xFair - mean(xFair)
sum(distances~2)/(n-1)

[1] 2.764

var (xFair)

[1] 2.764

Let us then try to play with variance in the dice example. Let us now consider a
four-sided dice. The pdf is
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X 1 2 3 4
F XfairFour (x) | 411 111 % 411

Plot the pdf for both the six-sided dice and the four-sided dice

## Plot the pdf of the siz-sided dice and the four-sided dice
plot(rep(1/6,6), type="h", col="red")
plot(rep(1/4,4), type="h", col="blue")
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## Calculate the means and variances of the dices
## The means

muXSixsided <- sum((1:6)*1/6) # Siz-sided
muXFoursided <- sum((1:4)*1/4) # Four-sided

## The wariances

sum((1:6-muXSixsided) ~2%*1/6)

[1] 2.917

sum((1:4-muXFoursided) ~2%1/4)

[1] 1.25

ﬁ Which dice outcome has the highest variance? is that as you had antici-
pated?
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2.3 Discrete distributions

In this section the discrete distributions included in the material are presented.
See the overview of all distributions in the collection of formulas Section A.2.1.

In R, implementations of many different distributions are available. For each
distribution at least the following is available

* The pdf is available by preceding with 'd', e.g. for the binomial distribu-
tion dbinom

* The cdf is available by preceding with 'p', e.g. pbinom
* The quantiles by preceding with 'q', e.g. gbinom

¢ Random number generation by preceding with 'r' e.g. rbinom

See for example the help with ?dbinom in R and see the names of all the R func-
tions in the overview A.2.1. They are demonstrated below in this section for the
discrete and later for the continuous distributions, see them demonstrated for
the normal distribution in Example 2.45.

2.3.1 Binomial distribution

The binomial distribution is a very important discrete distribution and appears
in many applications, it is presented in this section. In statistics it is typically
used for proportions as explained in Chapter 7.

If an experiment has two possible outcomes (e.g. failure or success, no or yes, 0
or 1) and is repeated more than one time, then the number of successes may be
binomial distributed. For example the number of heads obtained after a certain
number of flips with a coin. Each repetition must be independent. In relation to
random sampling this corresponds to successive draws with replacement (think
of drawing notes from a hat, where after each draw the note is put back again,
i.e. the drawn number is replaced again).
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Il Definition 2.20  Binomial distribution
Let the random variable X be binomial distributed
X ~ B(n,p), (2-19)

where n is number of independent draws and p is the probability of a suc-
cess in each draw.
The binomial pdf describes probability of obtaining x successes

fmp) = PX =2 = (Dra-pr 0
where
n n!
. 2-21
(x> xl(n—x)! (2-21)
is the number of distinct sets of x elements which can be chosen from a set
of n elements. Remember thatn! =n-(n—1)-...-2-1.

lll Theorem 2.21  Mean and variance

The mean of a binomial distributed random variable is
H=np, (2-22)
and the variance is

o = np(1—p). (2-23)

Actually this can be proved by calculating the mean using Definition 2.13 and
the variance using Definition 2.16.
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|l Example 2.22 Simulation with a binomial distribution

The binomial distribution for 10 flips with a coin describe probabilities of getting x
heads (or equivalently tails)

## Simulate a binomial distributed experiment

## Number of flips

nFlips <- 10

## The possible outcomes are (0,1,...,nFlips)

xSeq <- 0:nFlips

## Use the dbinom() function which returns the pdf, see 2dbinom
pdfSeq <- dbinom(xSeq, size=nFlips, prob=1/2)

## Plot the density

plot(xSeq, pdfSeq, type="h")

1.0

Density
0.4

0.0
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lll Example 2.23 Simulate 30 successive dice rolls

In the previous examples successive rolls of a dice was simulated. If a random vari-
able which counts the number of sixes obtained XX is defined, it follows a binomial
distribution

## Simulate 30 successive dice Tolls

Xfair <- sample(1:6, size=30, replace=TRUE)
## Count the number stxes obtained
sum(Xfair==6)

[1] 9

## This 1s equivalent to

rbinom(1, size=30, prob=1/6)

(11 7

2.3.2 Hypergeometric distribution

The hypergeometric distribution describes number of successes from successive
draws without replacement.
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Il Definition 2.24 Hypergeometric distribution

Let the random variable X be the number of successes in n draws without
replacement. Then X follows the hypergeometric distribution

X ~ H(n,a,N), (2-24)

where a is the number of successes in the N elements large population. The
probability of obtaining x successes is described by the hypergeometric pdf

Blre]

f(x;n,a,N) = P(X=1x) = (I,\j)

(2-25)

The notation

(Z) B b'(aa—lb)i (2-26)

represents the number of distinct sets of b elements which can be chosen
from a set of a elements.

lll Theorem 2.25 Mean and variance

The mean of a hypergeometric distributed random variable is
n=n—, (2-27)

and the variance is

(2-28)

|l Example 2.26 Lottery probabilities using the hypergeometric dis-
tribution

A lottery drawing is a good example where the hypergeometric distribution can be
applied. The numbers from 1 to 90 are put in a bowl and randomly drawn without
replacement (i.e. without putting back the number when it has been drawn). Say
that you have the sheet with 8 numbers and want to calculate the probability of
getting all 8 numbers in 25 draws.
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a <- 8
N <- 90
n <- 25

plot(0:8, dhyper(x=0:8,m=a,n=N-a,k=n), type="h")
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2.3.3 Poisson distribution

The Poisson distribution describes the probability of a given number of events
occurring in a fixed interval if these events occur with a known average rate
and independently of the distance to the last event. Often it is events in a time
interval, but can as well be counts in other intervals, e.g. of distance, area or
volume. In statistics the Poisson distribution is usually applied for analyzing
for example counts of: arrivals, traffic, failures and breakdowns.
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|l Definition 2.27  Poisson distribution

Let the random variable X be Poisson distributed
X ~ Po(A), (2-29)

where A is the rate (or intensity): the average number of events per interval.
The Poisson pdf describes the probability of x events in an interval

X

flA) = ge% (2-30)

lll Theorem 2.28 Mean and variance

A Poisson distributed random variable X has exactly the rate A as the mean
Ty (2-31)
and variance

o> = A (2-32)

lll Example 2.29

The Poisson distribution is typically used to describe phenomena such as:

¢ the number radioactive particle decays per time interval, i.e. the number of
clicks per time interval of a Geiger counter

e calls to a call center per time interval (A does vary over the day)

* number of mutations in a given stretch of DNA after a certain amount of radi-
ation

¢ goals scored in a soccer match

One important feature is that the rate can be scaled, such that probabilities of
occurrences in other interval lengths can be calculated. Usually the rate is de-
noted with the interval length, for example the hourly rate is denoted as AhoUr
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and can be scaled to the minutely rate by

Ahour

= 2-
—, (2-33)

Aminute

such the probabilities of x events per minute can be calculated with the Poisson
pdf with rate Ammnute,

|| Example 2.30 Rate scaling

You are enjoying a soccer match. Assuming that the scoring of goals per match in
the league is Poisson distributed and on average 3.4 goals are scored per match.
Calculate the probability that no goals will be scored while you leave the match for
10 minutes.

Let A%0minutes — 3 4 he goals per match and scale this to the 10 minute rate by

A90minutes 3.4

== (2-34)

AlOminutes

Let X be the number of goals in 10 minute intervals and use this to calculate the
probability of no events a 10 minute interval by

P(X = 0) = f(0, A10minutes) ~ 0 685, (2-35)

which was found with the R code

dpois(x=0, lambda=3.4/9)

[1] 0.6854
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lll Example 2.31 Poisson distributed random variable

Simulate a Poisson distributed random variable to see the Poisson distribution

## Simulate a Poisson random variable

## The mean rate of events per interval

lambda <- 4

## Number of realizations

n <- 1000

## Simulate

x <- rpois(n, lambda)

## Plot the empirical pdf

plot(table(x)/n)

## Add the pdf to the plot

lines(0:20, dpois(0:20,lambda), type="h", col="red")
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2.4 Continuous random variables

If an outcome of an experiment takes a continuous value, for example: a dis-
tance, a temperature, a weight, etc., then it is represented by a continuous ran-
dom variable.

Il Definition 2.32 Density and probabilities

The pdf of a continuous random variable X is a non-negative function for all
possible outcomes

f(x) > 0forall x, (2-36)
and has an area below the function of one

/_ " fx)dx=1. (2-37)

It defines the probability of observing an outcome in the range from a to b

by

b
P(a < X <b) = / F(x)dx. (2-38)

For the discrete case the probability of observing an outcome x is equal to the
pdf of x, but this is not the case for a continuous random variable, where

P(X=x)=P(x < X <x) = /xf(u)du —0, (2-39)

i.e. the probability for a continuous random variable to be realized at a single
number P(X = x) is zero.

The plot in Figure 2.1 shows how the area below the pdf represents the proba-
bility of observing an outcome in a range. Note that the normal distribution is
used here for the examples, it is introduced in Section 2.5.2.
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Figure 2.1: The probability of observing the outcome of X in the range between
a and b is the area below the pdf spanning the range, as illustrated with the
colored area.

Il Definition 2.33  Distribution

The cdf of a continuous variable is defined by

F(x) =P(X< %)= [ xoo F(u)du, (2-40)

and has the properties (in both the discrete and continuous case): the cdf is
non-decreasing and

lim F(x) =0and lim F(x) = 1. (2-41)

X——00 X—00

The relation between the cdf and the pdf is
b
P(a < X < b) = F(b) — F(a) = / F(x)dx, (2-42)
a

as illustrated in Figures 2.1 and 2.2.

Also as the cdf is defined as the integral of the pdf, the pdf becomes the derivative
of the cdf

f(x) = ——F(x) (2-43)
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0.2

Figure 2.2: The probability of observing the outcome of X in the range between
a and b is the distance between F(a) and F(b).

2.4.1 Mean and Variance

Il Definition 2.34 Mean and variance

For a continuous random variable the mean or expected value is

u=E(X) = /_ " xf(x)dx, (2-44)

hence similar as for the discrete case the outcome is weighted with the pdf.
The variance is

P =E[(X-p)?) = [ (x—pPf(x)dx, (2-45)

The differences between the discrete and the continuous case can be summed
up in two points:

¢ In the continuous case integrals are used, in the discrete case sums are
used.

¢ In the continuous case the probability of observing a single value is always
zero. In the discrete case it can be positive or zero.
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2.5 Continuous distributions

2.5.1 Uniform distribution

A random variable following the uniform distribution has equal density at any
value within a defined range.

|l Definition 2.35  Uniform distribution

Let X be a uniform distributed random variable
X ~ U(a, B), (2-46)

where « and B defines the range of possible outcomes. It has the pdf

- forx € [a,f]
={ P ’ 2-47
X )
f) {0 otherwise ( )
The uniform cdf is
0 forx < w
F(x)={ = forxe[ap). (2-48)
1 forx > B

In Figure 2.3 the uniform pdf and cdf are plotted.

ll Theorem 2.36 Mean and variance of the uniform distribution

The mean of a uniform distributed random variable X is
1
U= E((X + B), (2-49)
and the variance is

o= —(B—a) (2-50)
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Figure 2.3: The uniform distribution pdf and cdf.

2.5.2 Normal distribution

The most famous continuous distribution is the normal distribution for many
reasons. Often it is also called the Gaussian distribution. The normal distribu-
tion appears naturally for many phenomena and is therefore used in extremely
many applications, which will be apparent in later chapters of the book.

Il Definition 2.37  Normal distribution

Let X be a normal distributed random variable
X ~ N(u,0%), (2-51)

where u is the mean and ¢? is the variance (remember that the standard
deviation is ¢). Note that the two parameters are actually the mean and
variance of X.

It follows the normal pdf

1 _Gw?
fx) = et (2-52)
oV 21
and the normal cdf
1 X (u=p)?
F(x) = / e du, (2-53)
OV27T J -0
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ll Theorem 2.38 Mean and variance

The mean of a Normal distributed random variable is

" (2-54)
and the variance is

o2, (2-55)

Hence simply the two parameters defining the distribution.

I Example 2.39 The normal pdf

Example: Let us play with the normal pdf
## Play with the normal distribution

## The mean and standard deviation

muX <- 0

sigmaX <- 1

## A sequence of x wvalues

xSeq <- seq(-6, 6, by=0.1)

##

pdfX <- 1/(sigmaX*sqrt(2*pi)) * exp(-(xSeq-muX)~2/(2*sigmaX~2))
## Plot the pdf

plot(xSeq, pdfX, type="1", xlab="$x$", ylab="f(x)")

0.3 0.4
|

f(x)
0.2

0.1

0.0




Chapter 2 ||| 2.5 CONTINUOUS DISTRIBUTIONS 73

i Try with different values of the mean and standard deviation. Describe how
this change the position and spread of the pdf?

lll Theorem 2.40 Linear combinations of normal random variables

Let Xj,..., X, be independent normal random variables, then any linear
combination of X3, ..., X;; will follow a normal distribution, with mean and
variance given in Theorem 2.56.

Use the mean and variance identities introduced in Section 2.7 to find the mean
and variance of the linear combination as exemplified here:

lll Example 2.41

Consider two normal distributed random variables
X1 ~ N(px,,0%,) and Xz ~ N(ux,, 0%,)- (2-56)
The difference
Y =X;—Xp, (2-57)

is normal distributed

Y ~ N(py, o), (2-58)
where the mean is

Wy = 1x, — WXy, (2-59)
and

0y = 0%, + 0%,/ (2-60)

where the mean and variance identities introduced in Section 2.7 have been used.

Standard normal distribution
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Il Definition 2.42 Standard normal distribution

The standard normal distribution is the normal distribution with zero mean
and unit variance

Z ~ N(0,1), (2-61)

where Z is the standardized normal random variable.

Historically before the widespread use of computers the standardized random
variables were used a lot, since it was not possible to easily evaluate the pdf and
cdf, instead they were looked up in tables for the standardized distributions.
This was smart since transformation into standardized distributions requires
only a few simple operations.

lll Theorem2.43 Transformation to the standardized normal random
variable

A normal distributed random variable X can be transformed into a stan-
dardized normal random variable by

(2-62)

lll Example 2.44 Quantiles in the standard normal distribution
The most used quantiles (or percentiles) in the standard normal distribution are

Percentile | 1% 25% 5% 25% 75% 95% 97.5% 99%
Quantile | 0.01 0.025 0.05 025 075 095 0975 0.99
Value 233 -196 -164 -0.67 067 164 196 233

Note that the values can be considered as standard deviations (i.e. for Z the stan-
dardized normal then oz = 1), which holds for any normal distribution.

The most used quantiles are marked on the plot
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Note that the units on the x-axis is in standard deviations.

Normal pdf details

In order to get insight into how the normal distribution is formed consider the
following steps. In Figure 2.4 the result of each step is plotted:

1. Take the distance to the mean: x — u

2. Square the distance: (x — )2

3. Make it negative and scale it: —8;2;)1 !

)2

4. Take the exponential: e 7%

,(x

5. Finally, scale it to have an area of one: — L o @)
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Figure 2.4: The steps involved in calculating the normal distribution pdf.

lll Example 2.45 R functions for the normal distribution

In R functions to generate values from many distributions are implemented. For the
normal distribution the following functions are available:
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## Do 1t for a sequence of = values
xSeq <- c(-3,-2,1,0,1,2,3)

## The pdf

dnorm(xSeq, mean=0, sd=1)

[1] 0.004432 0.053991 0.241971 0.398942 0.241971 0.053991
[7]1 0.004432
## The cdf
pnorm(xSeq, mean=0, sd=1)

[1] 0.00135 0.02275 0.84134 0.50000 0.84134 0.97725 0.99865
## The quantiles
gnorm(c(0.01,0.025,0.05,0.5,0.95,0.975,0.99), mean=0, sd=1)
[1] -2.326 -1.960 -1.645 0.000 1.645 1.960 2.326
## Generate random normal distributed realizations
rnorm(n=10, mean=0, sd=1)

[1] 0.59716 -0.27049 1.28617 0.06501 -3.13349 -1.09420

[7] -1.16043 1.04028 0.42958 0.60432

## Calculate the probability that that the outcome of X is between a and b
a<-0.2

b <- 0.8

pnorm(b) - pnorm(a)

[1] 0.2089

## See more details by running "?dnorm”

ﬁ Use the functions to make a plot of the normal pdf with marks of the
2.5%,5%,95%, 97.5% quantiles.

Make a plot of the normal pdf and a histogram (empirical pdf) of 100 simu-
lated realizations.

o
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2.5.3 Log-Normal distribution

If a random variable is log-normal distributed then its logarithm is normally
distributed.

Il Definition 2.46  Log-Normal distribution

A log-normal distributed random variable
X ~ LN(a, %), (2-63)

where « is the mean and f? is the variance of the normal distribution ob-
tained when taking the natural logarithm to X.
The log-normal pdf is

1 (lnxfuc)2

= T (2-64)

flx) =

ll Theorem 2.47 Mean and variance of log-normal distribution
Mean of the log-normal distribution

= eth2, (2-65)
and variance

o2 = 2P (P — 1), (2-66)

The log-normal distribution occurs in many fields, in particular: biology, fi-
nance and many technical applications.

2.5.4 Exponential distribution

The usual application of the exponential distribution is for describing the length
(usually time) between events which, when counted, follows a Poisson distri-
bution, see Section 2.3.3. Hence the length between events which occur contin-
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uously and independently at a constant average rate.

Il Definition 2.48 Exponential distribution

Let X be an exponential distributed random variable
X ~ Exp(A), (2-67)

where A is the average rate of events.

It follows the exponential pdf

Ae ™ forx >0
x) = - . 2-68
f( ) {O forx <0 ( )

Il Theorem 2.49 Mean and variance of exponential distribution

Mean of an exponential distribution is

M= (2-69)
and the variance is

o2 = —. (2-70)
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lll Example 2.50 Exponential distributed time intervals

Simulate a so-called Poisson process, which has exponential distributed time inter-
val between events

## Simulate exponential waiting times

## The rate parameter: events per time

lambda <- 4

## Number of realizations

n <- 1000

## Simulate

x <- rexp(n, lambda)

## The empirical pdf

hist(x, probability=TRUE)

## Add the pdf to the plot

curve (dexp(xseq,lambda), xname="xseq", add=TRUE, col="red")
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Furthermore check that by counting the events in fixed length intervals that they
follow a Poisson distribution.
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## Check the relation to the Poisson distribution

## by counting the events in each interval

## Sum up to get the running time

xCum <- cumsum(x)

## Use the hist function to count in intervals between the breaks,
## here 0,1,2,...

tmp <- hist(xCum, breaks=0:ceiling(max(xCum)))

## Plot the discrete empirical pdf

plot(table (tmp$counts)/length (tmp$counts))

## Add the Poisson pdf to the plot

lines(0:20, dpois(0:20,lambda), type="h", col="red")

o
on
S —— Empirical pdf
4 — pdf
o
(\!_
2 o
B
2
o)
A o
g
S
210 I b0 o o &
e |
0 8



Chapter 2 |||| 2.6 SIMULATION OF RANDOM VARIABLES 82

tr ty te tg tio
Bits 65 L)
Hx ok * * * ¥ *
I I I I I I
0.0 0.5 1.0 15 2.0 25
Time

Figure 2.5: Exponential distributed time intervals between events forms a so-
called Poisson process.

2.6 Simulation of random variables

The basic concept of simulation was introduced in Section 2.2.1 and we have al-
ready applied the in-built functions in R for generating random numbers from
any implemented distribution, see how in Section 2.3.1. In this section it is ex-
plained how realizations of a random variable can be generated from any prob-
ability distribution — it is the same technique for both discrete and continuous
distributions.

Basically, a computer obviously cannot create a result/number, which is ran-
dom. A computer can give an output as a function of an input. (Pseudo) ran-
dom numbers from a computer are generated from a specially designed algo-
rithm - called a random number generator, which once started can make the
number x;;1 from the number x;. The algorithm is designed in such a way that
when looking at a sequence of these values, in practice one cannot tell the dif-
ference between them and a sequence of real random numbers. The algorithm
needs a start input, called the “seed”, as explained above Remark 2.12. Usually,
you can manage just fine without having to worry about the seed issue since
the program itself finds out how to handle it appropriately. Only if you want
to be able to recreate exactly the same results you need to set seed value. For
details about this and the random number generators used in R, type 7Random.

Actually, a basic random number generator typically generates (pseudo) ran-
dom numbers between 0 and 1 in the sense that numbers in practice follow the
uniform distribution on the interval 0 to 1, see Section 2.35. Actually, there is a
simple way how to come from the uniform distribution to any kind of distribu-
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tion:

ll Theorem 2.51

If U ~ Uniform(0,1) and F is a distribution function for any probability
distribution, then F~1(U) follow the distribution given by F

Recall, that the distribution function F in R is given by the p versions of the
distributions, while F~! is given by the q versions.

lll Example 2.52 Random numbers in R

We can generate 100 normally distributed N(2,3?) numbers similarly the following
two ways:

## Generate 100 mormal distributed wvalues

rnorm(100, mean=2, sd=3)

## Similarly, generate 100 uniform distributed wvalues from 0 to 1 and
## put them through the inverse normal cdf

gnorm(runif (100), mean=2, sd=3)

lll Example 2.53 Simulating the exponential distribution

Consider the exponential distribution with A = 1/ = 1/2, that is, with density
function

fx) = 2e,
for x > 0 and 0 otherwise. The distribution function is
P = [ fld =105
The inverse of this distribution function can be found by solving
u=1-e%" o x=—-2log(l—u).

So if random numbers U ~ Uniform(0, 1) then —21og(1 — U) follows the exponen-
tial distribution with A = 1/2 (and B = 2). We confirm this in R here:
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## Three equivalent ways of stmulating the exponential distribution
## with lambda=1/2

rel <- -2xlog(1l-runif(10000))

re2 <- gexp(runif(10000), 1/2)

re3 <- rexp(10000, 1/2)

## Check the means and wvariances of each
c(mean(rel), mean(re2), mean(re3))

[1] 2.007 1.987 1.996
c(var(rel), var(re2), var(re3))

[1] 3.948 3.903 3.871

This can be illustrated by plotting the distribution function (cdf) for the exponential
distribution with A = 1/2 and 5 random outcomes

Uniform outcomes
4

\ \ \ \
25 0 8 10

Exponential outcomes

But since R has already done all this for us, we do not really need this as long as
we only use distributions that have already been implemented in R. One can use
the help function for each function, for example. ?rnorm, to check exactly how
to specify the parameters of the individual distributions. The syntax follows
exactly what is used in p, d and q versions of the distributions.
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2.7 ldentities for the mean and variance

Rules for calculation of the mean and variance of linear combinations of in-
dependent random variables are introduced here. They are valid for both the
discrete and continuous case.

ll Theorem 2.54 Mean and variance of linear functions

LetY = aX + b then
E(Y) =E(aX+b) =aE(X)+b, (2-71)
and

V(Y) = V(aX +b) = a* V(X). (2-72)

Random variables are often scaled (i.e. aX) for example when shifting units:

lll Example 2.55

The mean of a bike shops sale is 100 bikes per month and varies with a standard
deviation of 15. They earn 200 Euros per bike. What is the mean and standard
deviation of their earnings per month?

Let X be the number of bikes sold per month. On average they sell ux = 100 bikes
per month and it varies with a variance of 0% = 225. The shops monthly earnings

Y = 200X,
has then a mean and standard deviation of
uy = E(Y) = E(200X) = 200 E(X) = 200 - 100 = 20000 Euro/month,
oy = /V(Y) = /V(200X) = /2002 V(X) = +/40000 - 225 = 3000 Euro/month.
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ll Theorem 2.56 Mean and variance of linear combinations

The mean of a linear combination of independent random variables is

E(mXi +aXo+ - +a,Xy) =1 E(Xq) + @ E(X2) + - - - + a4 E(Xy),
(2-73)

and the variance

V(a1 Xy + apXo + - -+ a,Xy) = a3 V(Xy) + a3 V(Xa) + - - - + a2 V(X,).
(2-74)

lll Example 2.57

Lets take a dice example to emphasize an important point. Let X; represent the
outcome of a roll with a dice with mean yx and standard deviation ox.

Now, consider a scaling of a single roll with a dice, say five times
yseale — 5
then the mean will scale linearly
E(Ys@le) = E(5X;) = 5E(X1) = 5ux,
and the standard deviation also scales linearly

02wae = V(5X1) =52 V(X1) =52 0% € Oysale = 50x.

Whereas for a sum of five rolls
YU = Xy + Xo + X3+ X4 + X5,
the mean will similarly scale linearly
E(Y*"™) = E(Xq + X2 4+ X3 + X4 + X5)
= E(Xl) -+ E(Xz) + E<X3) + E(X4> + E(X5)
=5 Ux,
however the standard deviation will increase only with the square root
O%am = V(X1 + X + X3 + X4 + X5)
= V(X1) + V(Xa) + V(X3) + V(X4) + V(X5)
=50% &
Oysum = \/g Ox.
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This is simply because when applying the sum to many random outcomes, then
the high and low outcomes will even out each other, such that the variance will be
smaller for a sum than for a scaling.
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2.8 Covariance and correlation

In this chapter we have discussed mean and variance (or standard deviation),
and the relation to the sample mean and sample variance, see Section 2.2.2. In
Chapter 1 Section 1.4.3 we discussed the sample covariance and sample correla-
tion, these two measures also have theoretical justification, namely covariance
and correlation, which we will discuss in this section. We start by the definition
of covariance.

lll Definition 2.58 Covariance

Let X and Y be two random variables, then the covariance between X and
Y, is

Cov(X,Y) = E[(X — E[X])(Y — E[Y])]. (2-75)

lll Remark 2.59

It follows immediately from the definition that Cov(X,X) = V(X) and
Cov(X,Y) = Cov(Y, X).

An important concept in statistics is independence (see Section 2.9 for a formal
definition). We often assume that realizations (random variables) are indepen-
dent. If two random variables are independent then their covariance will be
zero, the reverse is however not necessarily true (see also the discussion on
sample correlation in Section 1.4.3).

The following calculation rule apply to covariance between two random vari-
ables X and Y:

ll Theorem 2.60 Covariance between linear combinations

Let X and Y be two random variables, then

COV(LI() +mX+a)Y,byg+ 01X+ sz) =a1b; V(X) + arby V(Y) T (dlbz + ﬂzbl) COV(X, Y).
(2-76)
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Il Proof

LetZy =ag+ a1 X +aY and Zy = by + b1 X + byY then

Cov(Z1,Z2) = E[(a1(X — E[X]) + a2 (Y — E[Y])) (b1 (X — E[X]) + b2 (Y — E[Y]))]
= Efa1 (X — E[X])b1 (X — E[X])] + E[a1 (X — E[X])ba (Y — E[Y])]+
Elay (Y — E[Y])b1 (X — E[X])] + E[aa (Y — E[Y])ba2(Y — E[Y])]
= a1b1 V(X) + a2bp V(Y) + (a1b2 + axby) Cov(X, Y). (2-77)

lll Example 2.61

Let X ~ N(3,2%) and Y ~ N(2,1) and the covariance between X and Y given by
Cov(X,Y) = 1. What is the variance of the random variable Z = 2X — Y?

V(Z) = Cov[2X — Y,2X — Y] = 22V(X) + V(Y) —4Cov(X,Y)
=222241—-4=13.

We have already seen in Section 1.4.3 that the sample correlation measures the
observed degree of linear dependence between two random variables — calcu-
lated from samples observed on the same observational unit e.g. height and
weight of persons. The theoretical counterpart is the correlation between two
random variables — the true linear dependence between the two variables:

lll Definition 2.62 Correlation

Let X and Y be two random variables with V(X) = ¢2, V(Y) = 0’5, and
Cov(X,Y) = 0y, then the correlation between X and Y is

Ox0y

Pxy = (2-78)

|l Remark 2.63

The correlation is a number between -1 and 1.
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lll Example 2.64

Let X ~ N(1,2%) and € ~ N(0,0.5%) be independent random variables, find the
correlation between X and Z = X + .

The variance of Z is
V(Z) =V(X+e€)=V(X)+V(e) =4+025 =425
The covariance between X and Z is
Cov(X,Z) =Cov(X,X+¢€) =V(X) =4,
and hence

4
S Y Y
Pz = 405 .4
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2.9 Independence of random variables

In statistics the concept of independence is very important, and in order to

give a formal definition of independence we will need the definition of two-
dimensional random variables. The probability density function of a two-dimensional
discrete random variable, called the joint probability density function, is,

Il Definition2.65 Joint pdf of two-dimensional discrete random vari-
ables
The pdf of a two-dimensional discrete random variable [X, Y] is
fx,y) =P(X=1x,Y =y), (2-79)
with the properties
f(x,y) > 0forall (x,y), (2-80)
Y ) floy) =1 (2-81)
all xally
|l Remark 2.66

P(X = x,Y = y) should be read: the probability of X = xand Y =y.

lll Example 2.67

Imagine two throws with an fair coin: the possible outcome of each throw is either
head or tail, which will be given the values 0 and 1 respectively. The complete set of
outcomes is (0,0), (0,1), (1,0), and (1,1) each with probability 1/4. And hence the pdf
is

1
floy) =3 x=1{01}Ly={01},
further we see that

1 1
Y. ) flxy

) =
x=0y=0 x
=1

1
Y (f(x,0) + f(x,1)) = £(0,0) + f(0,1) + £(1,0) + f(1,1)

=0
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The formal definition of independence for a two dimensional discrete random
variable is:

|l Definition 2.68 Independence of discrete random variables

Two discrete random variables X and Y are said to be independent if and
only if

P(X=xY=y) = P(X=x)P(Y =vy). (2-82)

lll Example 2.69

Example 2.67 is an example of two independent random variables, to see this write
the probabilities

similarly P(Y = 0) = 1 and P(Y = 1) = 1, now we see that P(X = x)P(Y =y) = 1
for all possible x and y, and hence

1

P(X=x)P(Y=y) = PX=x,Y=y) = T

lll Example 2.70

Now imagine that for the second throw we don’t see the outcome of Y, but only
observe the sum of X and Y, denote it by

Z=X+Y.

Lets find out if X and Z are independent. In this case the for all outcomes (0,0),
(0,1), (1,1), (1,2) the joint pdf is

P(X=0,Z=0) =P(X=0Z=1)=P(X=1,Z=1) =P(X=1,Z=2) = -.

The pdf for each variable is: for X
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and for Z

P(Z=0) = P(Z=2) = % and P(Z=1) = +

thus for example for the particular outcome (0,0)

P(X=0)P(Z=0) = +. 1

1,1
=5 1=g#* = Px=0z=0),

the pdfs are not equal and hence we see that X and Z are not independent.

lll Remark 2.71

In the example above it is quite clear that X and Z cannot be independent.
In real applications we do not know exactly how the outcomes are realized
and therefore we will need to assume independence (or test it).

To be able to define independence of continuous random variables, we will need
the pdf of a two-dimensional random variable:

lll Definition 2.72  Pdf of two dimensional continous random vari-
ables

The pdf of a two-dimensional continous random variable [X, Y] is a function
f(x,y) from R? into R+ with the properties

f(x,y) > 0forall (x,y), (2-83)
//f(x,y)dxdy =1 (2-84)

Just as for one-dimensional random variables the probability interpretation is
in form of integrals

P((X,Y) € A) = /A F(x,y)dxdy, (2-85)

where A is an area.
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lll Example 2.73  Bivariate normal distribution

The most important two-dimensional distribution is the bivariate normal distribu-

tion
LR T L )
f(xl, xz) — e 2\x—H u
2/ |Z]
1 03 (31 =i1) 2 +09p (xp—2) 2 =201 (x1 =11 (12— 1p)
= e 2(11020-0%) ,
where x = (x1,x2), and p = [E(X3),E(X2)], and X is the so-called variance-

covariance matrix with elements (X);; = 0;; = Cov(X;, X;), note that o1 = 021,
| - | is the determinant, and £ ! is the inverse of .

Il Definition 2.74 Independence of continous random variables

Two continous random variables X and Y are said to be independent if

fxy) = f(2)f(y)- (2-86)

We list here some properties of independent random variables.

Il Theorem 2.75 Properties of independent random variables

If X and Y are independent then
E(XY) = E(X)E(Y), (2-87)
and
Cov(X,Y) = 0. (2-88)

Let Xy, ..., X, be independent and identically distributed random variables
then

Cov(X, X; — X) = 0. (2-89)
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Il Proof
E(XY) = ,y)dxdy = dxd
(XY) / / xyf (x,y)dxdy / / xyf (x)f(y)dxdy 2-90)
= [ xf()ax [ yf )y = EX)E(Y)
Cov(X,Y) = E[(X — E(X))(Y — E(Y))]
= E[XY] — E[E(X)Y] — E[XE(Y)] + E(X) E(Y) (2-91)
= 0.
Cov(X, X; — Y) = COV(X, Xl') — COV(Y, X)

= %02 - % COV(ZXi/ZXi> (2-92)

— %crz — %ncfz =0.
| |

ll Remark 2.76

are uncorrelated then they are also independent.

Note that Cov(X,Y) = 0 does not imply that X and Y are independent.
However, if X and Y follow a bivariate normal distribution, then if X and Y
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2.10 Functions of normal random variables

This section will cover some important functions of a normal random variable.
In general the question of how an arbitrary function of a random variable is dis-
tributed cannot be answered on closed form (1.e. directly and exactly calculated)
— for answering such questions we must use simulation as a tool, as covered de-
tails in Chapter 4. We have already discussed simulation as a learning tool,
which will also be used in this section.

The simplest function we can think of is a linear combination of normal random
variables, which we from Theorem 2.40 know will follow a normal distribution.
The mean and variance of this normal distribution can be calculated using the
identities given in Theorem 2.56.

lll Remark 2.77

Note that combining Theorems 2.40 and 2.75, and Remark 2.76 imply that X
and X; — X are independent.

In addition to the result given above we will cover three additional distribu-
tions: )(Z-distribution, t-distribution and the F-distribution, which are all very
important for the statistical inference covered in the following chapters.
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2.10.1 The x2-distribution

The x?-distribution (chi-square) is defined by:

97

lll Definition 2.78
Let X be )(2 distributed, then its pdf is

1

= —— x5 x>0,
2T (3)

f(x)

where I () is the I-function and v is the degrees of freedom.

(2-93)

An alternative definition (here formulated as a theorem) of the y?-distribution

1S:

lll Theorem 2.79

mal distribution, then

v
Y ZZ ~ ().
i=1

Let Zy,...,Z,be independent random variables following the standard nor-

(2-94)

We will omit the proof of the theorem as it requires more probabilty calculus
than covered here. Rather a small example that illustrates how the theorem can

be checked by simulation:
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Il Example 2.80 simulation of x?-distribution

## Simulate 10 realizations from a standard normal distributed variable
n <- 10

rnorm(n)

## Now repeat this 200 times and calculate the sum of squares each time
## Note: the use of the function replicate: it repeats the

## expresston in the 2nd argument k times, see ?replicate

k <- 200

x <- replicate(k, sum(rnorm(n)~2))

## Plot the epdf of the sums and compare with the theoretical chisquare pdf
par (mfrow=c(1,2))

hist(x, freq=FALSE)

curve (dchisq(xseq,df=n), xname="xseq", add=TRUE, col="red")

## and the ecdf compared to the cdf

plot(ecdf (x))

curve (pchisq(xseq,df=n), xname="xseq", add=TRUE, col="red")

ecdf(x)
5 -
° #\ — epdf
[ee} R
- pdf Q
g \ £z
© g
2 2+ < =2
7 S - ©
c (]
9 I T <
D O.% - '5‘ =)
o u 5
= - )
< N
8.4 %\ o
S { I I I I ] < \ T T T T I
5 10 15 20 25 30 5 10 15 20 25 30
X X

In the left plot the empirical pdf is compared to the theoretical pdf and in the right
plot the empirical cdf is compared to the theoretical cdf.
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Il Theorem 2.81

Given a sample of size n from the normal distributed random variables X;
with variance ¢, then the sample variance S? (viewed as random variable)
can be transformed into

,» (n—1)8?

X =""pm (2-95)

which follows the x2-distribution with degrees of freedom v =n — 1.

Il Proof

Start by rewriting the expression

[
7]

we know that @ ~ N(0,1) and X N (0,1), and hence the left hand side is a
o/\/n

x?*(n) distributed random variable minus a x?(1) distributed random variable (also
X and S? are independent, see Theorems 2.75, and 2.40, and Remark 2.76). Hence
the left hand side must be x?(n — 1).

If someone claims that a sample comes from a specific normal distribution (i.e.
X; ~ N(u,0?), then we can examine probabilities of specific outcomes of the
sample variance. Such calculation will be termed hypethesis test in later chap-
ters.
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ll Example 2.82 Milk dose machines

A manufacture of machines for dosing milk claims that their machines can dose with
a precision defined by the normal distribution with a standard deviation less than
2% of the dose volume in the operation range. A sample of n = 20 observations was
taken to check if the precision was as claimed. The sample standard deviation was
calculated to s = 0.03.

Hence the claim is that ¢ < 0.02, thus we want to answer the question: if ¢ = 0.02
(i.e. the upper limit of the claim), what is then the probability of getting the sampling
deviation s > 0.03?

n <- 20
sigma <- 0.02
s <- 0.03

chiSq <- (n-1)*s~2 / sigma~2

1 - pchisq(chiSq, df=n-1)

[1] 0.001402

It seems very unlikely that the standard deviation is below 0.02 since the probability
of obtaining the observed sample standard deviation under this condition is very
small. The probability we just found will be termed a p-value in later chapters - the
p-value a very fundamental in testing of hypothesis.

The probability calculated in the above example will be called the p-value in
later chapters and it is a very fundamental concept in statistics.

lll Theorem 2.83 Mean and variance

Let X ~ x?(v) then the mean and variance of X is

E(X)=v; V(X)=2v. (2-97)
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We will omit the proof of this theorem, but it is easily checked by a symbolic
calculation software (like e.g. Maple).

lll Example 2.84

We want to calculate the expected value of the sample variance (S?) based on n
observations with X; ~ N(u,0?). We have already seen that ”U—_ZIS2 ~ x*(n—1) and
we can therefore write

o2 n—1

E(S?)

2 n—1
= E s?
n—1 < o2 )

:n_l(n—l)zaz,

and we say that S? is a central estimator for o2 (the term estimator is introduced in
Section 3.1.3). We can also find the variance of the estimator

CRESNES
o o

- (n_1)22(n—1) =2

n—1

lll Example 2.85 Pooled variance

Suppose now that we have two different samples (not yet realized) X, ..., X,, and
Y1,..., Yn, with X; ~ N(p1,0%) and Y; ~ N(pa,0?) (bothi.i.d.). Let S? be the sample
variance based on the X’s and S3 be the sample variance based on the Y’s. Now both
S? and S will be central estimators for 02, and so will any weighted average of the

type
S?=aS?+(1—a)S%;, ac|01].

Now we would like to choose a such that the variance of S is as small as possible,
and hence we calculate the variance of 52

V(S?) = a*2

1—a)?2
+(1—a) 1

nq 1
1 1
4 2 _ )2
=20 <an1_1+(1 a) n2—1>'
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In order to find the minimum we differentiate with respect to a

IV($?) ., 1 1
=20 (211”1_1 —2(1—(1)”2_1)

da
1 1 1
4¢* —
0<a<n1—1+n2—1> 1’[2—1>

ny+ny—2 1 )
= 40* (a - ,
(m—1)(np—1) mnp—1

which is zero for

1’[1—1
ny+ny—2°

In later chapters we will refer to this choice of a as the pooled variance (S ), inserting
in (2-98) gives

G2 _ (m —1)87 + (n2 — 1)5%.
P ny+ny;—2

Note that S% is a weighted (proportional to the number of observations) average
of the sample variances. It can also be shown (you are invited to do this) that
%”22252 ~ )(z(nl + np — 2). Further, note that the assumption of equal variance in
the two samples is crucial in the calculations above.

2.10.2 The t-distribution

The t-distribution is the sampling distribution of the sample mean standardized
with the sample variation. It is valid for all sample sizes, however for larger
sample sizes (n > 30) the difference between the t-distribution and the normal
distribution is very small. Hence for larger sample sizes the normal distribution
is often applied.

lll Definition 2.86
The t-distribution pdf is

_vtl

fr(t) = F(E(Z) (1+2) 7, (2-98)

where v is the degrees of freedom and T'() is the Gamma function.
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The relation between normal random variables and y?-distributed random vari-
ables are given in the following theo:rem

ll Theorem 2.87
Let Z ~ N(0,1) and Y ~ x?(v), then

X = —Z_ i), (2-99)

We will not prove this theorem, but show by an example how this can be illus-
trated by simulation:

I Example 2.88 Relation between normal and x?

## Set simulate parameters

nu <- 8; k <- 200

## Generate the simulated realizations

z <- rnorm(k)

y <- rchisq(k, df=nu)

x <- z/sqrt(y/nu)

## Plot

par (mfrow=c(1,2))

hist(x, freq = FALSE)

curve (dt(xseq, df = nu), xname="xseq", add=TRUE, col="red")
plot(ecdf (x))

curve (pt(xseq, df = nu), xname="xseq", add=TRUE, col="red")

ecdf(x)
+ _ ] ]
o —
— epdf —o— ecdf
— pdf > o | [— cdf
@ _| = o
- g
2 < g,
RS o]
S ST Y
9] < i
A 3
g
o
° O S
o o |
< { I I I ] < \ T T T
-4 -2 0 2 4 -4 -2 0 2 4
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In the left plot the empirical pdf is compared to the theoretical pdf and in the right
plot the empirical cdf is compared to the theoretical cdf.

The t-distribution arises when a sample is taken of a normal distributed random
variable, then the sample mean standardized with the sample variance follows
the t-distribution.

lll Theorem 2.89

Given a sample of normal distributed random variables Xj, ..., X;, then the
random variable

X
~S/yn

follows the t-distribution, where X is the sample mean, y is the mean of X,
n is the sample size and S is the sample standard deviation.

T

~tn—1), (2-100)

Il Proof

Note that % ~ N(0,1) and ("%)Sz ~ x%(n — 1) which inserted in Equation (2.87)

gives
X—p X—p
T — o/\n 1/\/n
(n—1)S2 2
o2(n—1) Vs (2-101)
X—p
= ~tn—1

We could also verify this by simulation:
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lll Example 2.90

## Simulate

n <- 8; k <- 200; mu <- 1; sigma <- 2

105

Simulation of t-distribution

## Repeat k times the simulation of a nmnormal dist. sample:

## return the values in a (n = k) matriz

x <- replicate(k, rnorm(n, mean=mu, sd=sigma))

xbar <- apply(x, 2, mean)

s <- apply(x, 2, sd)

tobs <- (xbar - mu)/(s/sqrt(n))
## Plot

par (mfrow=c(1,2))

hist(tobs, freq = FALSE)

curve(dt (xseq, df=n-1), xname="xseq", add=TRUE,

plot (ecdf (tobs))

curve (pt(xseq, df=n-1), xname="xseq", add=TRUE,

<
=
— epdf
— pdf
. p
pel
2
2 o
g ©
A
i
=
o C
==

fobs

Cumulated density

col="red")

col="red")

1.0

ecdf
cdf

K

0.8
\

0.6
\ \

0.2

0.0
|

fobs

In the left plot the empirical pdf is compared to the theoretical pdf and in the right
plot the empirical cdf is compared to the theoretical cdf.

Note that X and S are random variables, since they are the sample mean and
standard deviation of a sample consisting of realizations of X, but the sample is

not taken yet.

Very often samples with only few observations are available. In this case by
assuming normality of the population (i.e. the X;’s are normal distributed) and
for a some mean y, the t-distribution can be used to calculate the probability of
obtaining the sample mean in a given range.
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lll Example 2.91 Electric car driving distance

An electric car manufacture claims that their cars can drive on average 400 km on
a full charge at a specified speed. From experience it is known that this full charge
distance, denote it by X, is normal distributed. A test of n = 10 cars was carried out,
which resulted in a sample mean of ¥ = 382 km and a sample deviation of s = 14.

Now we can use the t-distribution to calculate the probability of obtaining this value
of the sample mean or lower, if their claim about the mean is actually true:

## Calculate the probability of getting the sample mean under the
## conditions that the claim is actually the real mean

## A test of 10 cars was carried out

n <- 10

## The claim 1s that the real mean is 400 km

muX <- 400

## From the sample the sample mean was calculated to
xMean <- 393

## And the sample deviation was

xSD <- 14

## Use the cdf to calculate the probability of obtaining this
## sample mean or a lower value

pt( (xMean-muX) / (xSD/sqrt(n)), df=n-1)

[1] 0.07415

If we had the same sample mean and sample deviation, how do you think
changing the number of observations will affect the calculated probability?
Try it out.

The t-distribution converges to the normal distribution as the simple size in-
creases. For small sample sizes it has a higher spread than the normal distribu-
tion. For larger sample sizes with n > 30 observations the difference between
the normal and the ¢-distribution is very small.
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lll Example 2.92 t-distribution

Generate plots to see how the t-distribution is shaped compared to the normal dis-
tribution.

## Plot the t-distribution for different sample sizes

## First plot the standard mormal distribution

curve (dnorm(x), xlim=c(-5,5), xlab="x", ylab="Density")
## Add the t-distribution for 30 observations

curve (dt (x,df=30-1), add=TRUE, col=2)

## Add the t-distribution for 15, 5 and 2 obserwvations
curve(dt (x,df=15-1), add=TRUE, col=3)

curve(dt (x,df=5-1), add=TRUE, col=4)

curve(dt (x,df=2-1), add=TRUE, col=5)

04

Density
0.2
|

0.1

ﬁ How does the number of observations affect the shape of the t-distribution
pdf compared to the normal pdf?
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| Theorem 2.93 Mean and variance
Let X ~ t(v) then the mean and variance of X is

E(X)=0; v>1, (2-102)
v > 2. (2-103)

We will omit the proof of this theorem, but it is easily checked with a symbolic
calculation software (like e.g. Maple).

Il Remark 2.94

For v < 1 the expectation (and hence the variance) is not defined (the inte-
gral is not absolutely convergent), and for v € (1,2] (1 < v < 2) the variance
is equal co. Note that this does not violate the general definition of probabil-
ity density functions.

2.10.3 The F-distribution

The F-distribution is defined by:

lll Definition 2.95
The F-distribution pdf is
1 n 7 11 1% —152
fF(x) = W <—> X2 <1 + —x) , (2-104)

V2 V2

where v1 an v; are the degrees of freedom and B(-, -) is the Beta function.

The F-distribution appears as the ratio between two independent x2-distributed
random variables:
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lll Theorem 2.96
Let U ~ x*(v1) and V ~ x?(v»), be independent then

. U/l/l
- V/l/2

~ F(v1,17). (2-105)

Again we will omit the proof of the theorem and rather show how it can be
visualized by simulation:

lll Example 2.97 F-distribution

## Simulate

nul <- 8; nu2 <- 10; k <- 200

u <- rchisq(k, df=nul)

v <- rchisq(k, df=nu?2)

fobs <- (u/nul) / (v/nu2)

## Plot

par (mfrow=c(1,2))

hist (fobs, freq = FALSE)

curve(df (x, dfi=nul, df2=nu2), add=TRUE, col="red")
plot(ecdf (fobs))

curve (pf (x, dfil=nul, df2=nu2), add=TRUE, col="red")

o | —
- T —
— epdf
o
2 — pdf
S : Ex s
n
] g
) < °_|
<
7 S N
8 5 %
o~ g °
< :
_ O —e— ecdf
— codf
< Q|
< I I < T I
1 4 4 5

In the left plot the empirical pdf is compared to the theoretical pdf and in the right
plot the empirical cdf is compared to the theoretical cdf.
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lll Theorem 2.98

Let Xji,..., Xy, be independent and sampled from a normal distribution
with mean p; and variance (712, further let Y3, ..., Y}, be independent and
sampled from a normal distribution with mean y, and variance 3. Then
the statistic

S2 /0%
— ~ F(nl = 1, ny — 1), (2'106)
S3/03
follows an F-distribution.
Il Proof
Note that ('11;—21)5% ~ x*(n; — 1) and ("2;—21)5% ~ x?*(ny — 1) and hence
1 2

= CF(ny—1,np—1). (2-107)

We can also illustrate this sample version by simulation:

lll Example 2.99 Relation between normal and F-distribution

## Stmulate

nl <- 8; n2 <- 10; k <- 200

mul <- 2; mu2 <- -1

sigmal <- 2; sigma2 <- 4

sl <- replicate(k, sd(rnorm(nl, mean=mul, sd=sigmal)))

s2 <- replicate(k, sd(rnorm(n2, mean=mu2, sd=sigma2)))

fobs <- (s172 / sigmal~2) / (s2°2 / sigma2~2)

## Plot

par (mfrow=c(1,2))

hist(fobs, freq=FALSE)

curve (df (xseq, dfl=nl1-1, df2=n2-1), xname="xseq", add=TRUE, col="red")
plot(ecdf (fobs))

curve (pf (xseq, dfl=nl1-1, df2=n2-1), xname="xseq", add=TRUE, col="red")
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_ < ] _
i
© — epdf
ST — pdf B
.'a' =]
| g
el < 2
z < g °
g 5 <
o 2 °
o
=]
_ )] g7 —o— ecdf
— codf
< |
S x x x x x ] <
0 1 2 3 4 5 6 0 2 4 6
fobs fobs

In the left plot the empirical pdf is compared to the theoretical pdf and in the right
plot the empirical cdf is compared to the theoretical cdf.

lll Remark 2.100

Of particular importance in statistics is the case when 07 = 7, in this case

52
F= S—; ~ F(ny — 1,15 — 1), (2-108)
2

ll Theorem 2.101  Mean and variance

Let F ~ F(v1,17) then the mean and variance of F is

E(F) = Vz”i 5 12>2, (2-109)
202 (vq + 1p — 2)

V(F) = =2 ;

( ) 141 (1/2 — 2)2(1/2 — 4)

v > 4. (2-110)
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2.11 Exercises

lll Exercise 2.1 Discrete random variable

a) Let X be astochastic variable. When running the R-command dbinom(4,10,0.6)
R returns 0.1115, written as:

dbinom(4,10,0.6)
[1] 0.1115

What distribution is applied and what does 0.1115 represent?

b) Let X be the same stochastic variable as above. The following are results
from R:

pbinom(4,10,0.6)
[1] 0.1662

pbinom(5,10,0.6)
[1] 0.3669

Calculate the following probabilities: P(X < 5), P(X < 5), P(X > 4) and
P(X =5).

c) Let X be a stochastic variable. From R we get:

dpois(4,3)
[1] 0.168

What distribution is applied and what does 0.168 represent?

d) Let X be the same stochastic variable as above. The following are results
from R:
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ppois(4,3)
[1] 0.8153

ppois(5,3)
[1] 0.9161

Calculate the following probabilities: P(X < 5), P(X < 5), P(X > 4) and
P(X =5).

lll Exercise 2.2 Course passing proportions

a) If a passing proportion for a course given repeatedly is assumed to be 0.80
on average, and there are 250 students who are taking the exam each time,
what is the expected value, y and standard deviation, o, for the number
of students who do not pass the exam for a randomly selected course?

lll Exercise 2.3 Notes in a box

A box contains 6 notes:

On 1 of the notes there is the number 1
On 2 of the notes there is the number 2
On 2 of the notes there is the number 3
On 1 of the notes there is the number 4

Two notes are drawn at random from the box, and the following random vari-
able is introduced: X, which describes the number of notes with the number 4
among the 2 drawn. The two notes are drawn without replacement.

a) The mean and variance for X, and P(X = 0) are?

b) The 2 notes are now drawn with replacement. What is the probability that
none of the 2 notes has the number 1 on it?
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lll Exercise 2.4 Consumer survey

In a consumer survey performed by a newspaper, 20 different groceries (prod-
ucts) were purchased in a grocery store. Discrepancies between the price ap-
pearing on the sales slip and the shelf price were found in 6 of these purchased
products.

a) At the same time a customer buys 3 random (different) products within
the group consisting of the 20 goods in the store. The probability that no
discrepancies occurs for this customer is?

lll Exercise 2.5 Hay delivery quality

A horse owner receives 20 bales of hay in a sealed plastic packaging. To con-
trol the hay, 3 bales of hay are randomly selected, and each checked whether it
contains harmful fungal spores.

It is believed that among the 20 bales of hay 2 bales are infected with fungal
spores. A random variable X describes the number of infected bales of hay
among the three selected.

a) The mean of X, (ix), the variance of X, (¢%) and P(X > 1) are?

b) Another supplier advertises that no more than 1% of his bales of hay are

infected. The horse owner buys 10 bales of hay from this supplier, and
decides to buy hay for the rest of the season from this supplier if the 10
bales are error-free.
What is the probability that the 10 purchased bales of hay are error-free, if
1% of the bales from a supplier are infected (p;) and the probability that
the 10 purchased bales of hay are error-free, if 10% of the bales from a
supplier are infected (p19)?
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lll Exercise 2.6 Newspaper consumer survey

In a consumer survey performed by a newspaper, 20 different groceries (prod-
ucts) were purchased in a grocery store. Discrepancies between the price ap-
pearing on the sales slip and the shelf price were found in 6 of these purchased
products.

a) Let X denote the number of discrepancies when purchasing 3 random (dif-
ferent) products within the group of the 20 products in the store. What is
the mean and variance of X?

lll Exercise 2.7 A fully automated production

On a large fully automated production plant items are pushed to a side band
at random time points, from which they are automatically fed to a control unit.
The production plant is set up in such a way that the number of items sent to
the control unit on average is 1.6 item pr. minute. Let the random variable X
denote the number of items pushed to the side band in 1 minute. It is assumed
that X follows a Poisson distribution.

a) What is the probability that there will arrive more than 5 items at the con-
trol unit in a given minute is?

b) What is the probability that no more than 8 items arrive to the control unit
within a 5-minute period?

lll Exercise 2.8 Call center staff

The staffing for answering calls in a company is based on that there will be 180
phone calls per hour randomly distributed. If there are 20 calls or more in a
period of 5 minutes the capacity is exceeded, and there will be an unwanted
waiting time, hence there is a capacity of 19 calls per 5 minutes.

a) What is the probability that the capacity is exceeded in a random period
of 5 minutes?



Chapter 2 ||[| 2.11 EXERCISES 116

b) If the probability should be at least 99% that all calls will be handled with-
out waiting time for a randomly selected period of 5 minutes, how large
should the capacity per 5 minutes then at least be?

ll Exercise 2.9 Continuous random variable

a) The following R commands and results are given:

pnorm(2)
[1] 0.9772

pnorm(2,1,1)
[1] 0.8413

pnorm(2,1,2)
[1] 0.6915

Specify which distributionsare used and explain the resulting probabili-
ties (preferably by a sketch).

b) What is the result of the following command: gnorm(pnorm(2))?

c) The following R commands and results are given:

qnorm(0.975)
[1] 1.96

gnorm(0.975,1,1)
[1] 2.96

gnorm(0.975,1,2)
[1] 4.92

State what the numbers represent in the three cases (preferably by a sketch).
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ll Exercise 2.10 The normal pdf

a) Which of the following statements regarding the probability density func-
tion of the normal distribution N(1,2?) is false?

The total area under the curve is equal to 1.0

The mean is equal to 12

The variance is equal to 2

The curve is symmetric about the mean

The two tails of the curve extend indefinitely

AR

Don’t know

Let X be normally distributed with mean 24 and variance 16

b) Calculate the following probabilities:
- P(X <20)

— P(X > 29.5)
- P(X =23.8)

ll Exercise 2.11 Computer chip control

A machine for checking computer chips uses on average 65 milliseconds per
check with a standard deviation of 4 milliseconds. A newer machine, poten-
tially to be bought, uses on average 54 milliseconds per check with a standard
deviation of 3 milliseconds. It can be used that check times can be assumed
normally distributed and independent.

a) What is the probability that the time savings per check using the new ma-
chine is less than 10 milliseconds is?

b) What is the mean (u) and standard deviation () for the total time use for
checking 100 chips on the new machine is?
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|l Exercise 2.12 Concrete items

A manufacturer of concrete items knows that the length (L) of his items are rea-
sonably normally distributed with y; = 3000 mm and o7 = 3 mm. The require-
ment for these elements is that the length should be not more than 3007 mm
and the length must be at least 2993 mm.

a) The expected error rate in the manufacturing will be?

b) The concrete items are supported by beams, where the distance between
the beams is called Lye,m and can be assumed normal distributed. The
concrete items length is still called L. For the items to be supported cor-
rectly, the following requirements for these lengths must be fulfilled: 90 mm <
L — Lpeam < 110 mm. It is assumed that the mean of the distance between
the beams is ppeam = 2900 mm. How large may the standard deviation
Obeam Of the distance between the beams be if you want the requirement
fulfilled in 99% of the cases?

Il Exercise 2.13 Online statistic video views

In 2013, there were 110,000 views of the DTU statistics videos that are avail-
able online. Assume first that the occurrence of views through 2014 follows a
Poisson process with a 2013 average: A365days = 110000.

a) What is the probability that in a randomly chosen half an hour there is no
occurrence of views?

b) There has just been a view, what is the probability that you have to wait
more than fifteen minutes for the next view?
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lll Exercise 2.14 Body mass index distribution

The so-called BMI (Body Mass Index) is a measure of the weight-height-relation,
and is defined as the weight (W) in kg divided by the squared height (H) in
meters:

W
BMI = "

Assume that the population distribution of BMI is a log-normal distribution
with « = 3.1 and B = 0.15 (hence that log(mathitBMI) is normal distributed
with mean 3.1 and standard deviation 0.15).

a) A definition of "being obese" is a BMI-value of at least 30. How large a
proportion of the population would then be obese?

lll Exercise 2.15 Bivariate normal

a) In the bivariate normal distribution (see Example 2.73), show that if ¥ is a
diagonal matrix then (X3, X») are also independent and follow univariate
normal distributions.

b) Assume that Z; and Z, are independent standard normal random vari-
ables. Now let X and Y be defined by

X=anZ1+c,
Y = a1pZq +anZs + .

Show that an appropriate choice of a11, 12, a2, ¢1, ¢ can give any bivariate
normal distribution for the random vector (X, Y), i.e. find a1, a12, a2, ¢1, ¢2
as a function of ux, uy and the elements of X..

M Note that Zij = COV(XI', X]) (1e here 212 = 221 = COV(X, Y)),
and that any linear combination of random normal variables will
result in a random normal variable.
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¢) Use the result to simulate 1000 realization of a bivariate normal random
variable with u = (1,2) and
11
==

and make a scatter plot of the bivariate random variable.

Il Exercise 2.16 Sample distributions

a) Verify by simulation that L”fzsg ~ x2(n1 + ny —2) (See Example 2.85).

(72
Youmay useny =5,ny =8, gy =2, up =4, and o =2.

b) Show that if X ~ N(u1,02) and Y ~ N(uz,0?), then

X—Y— (1 — o)

n oy

~ t(ng +ny —2).

Verify the result by simulation. You may use ny = 5, np = 8, y; = 2,
iy = 4,and 02 = 2.

ll Exercise 2.17 Sample distributions 2

Let X1,..., X, and Yy, ..., Yy, with X; ~ N(p1,0?) and Y; ~ N(ua, 0?) be indepen-
dent random variables. Hence, two samples before they are taken. S? and S5
are the sample variances based on the X’s and the Y’s respectively. Now define
a new random variable

_Si
53

Q (2-111)

a) For n equal 2,4,8,16 and 32 find:
1. P(Q<1)
2. P(Q>2)
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b) For at least one value of n illustrate the results above by direct simulation
from independent normal distributions. You may use any values of p1, y

and o?2.
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lll Chapter 3

Statistics for one and two samples

3.1 Learning from one-sample quantitative data

Statistics is the art and science of learning from data, i.e. statistical inference.
What we are usually interested in learning about is the population from which
our sample was taken, as described in Section 1.3. More specifically, most of
the time the aim is to learn about the mean of this population, as illustrated in
Figure 1.1.

|l Example 3.1  Student heights

In examples in Chapter 1 we did descriptive statistics on the following random sam-
ple of the heights of 10 students in a statistics class (in cm):

168 161 167 179 184 166 198 187 191 179

and we computed the sample mean and standard deviation to be

178,
12.21.

=i
Il

S

The population distribution of heights will have some unknown mean yp and some
unknown standard deviation o. We use the sample values as point estimates for
these population parameters

178,
12.21.

>
I

[}
I
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Since we only have a sample of 10 persons, we know that the point estimate of 178
cannot with 100% certainty be exactly the true value y (if we collected a new sample
with 10 different persons height and computed the sample mean we would defi-
nitely expect this to be different from 178). The way we will handle this uncertainty
is by computing an interval called the confidence interval for u. The confidence in-
terval is a way to handle the uncertainty by the use of probability theory. The most
commonly used confidence interval would in this case be

178 £2.26 - %,

V10

which is
178 4 8.74.

The number 2.26 comes from a specific probability distribution called the ¢-
distribution, presented in Section 2.86. The t-distributions are similar to the stan-
dard normal distribution presented in Section 2.5.2: they are symmetric and cen-
tered around 0.

The confidence interval interval

178 £ 8.74 = [169.3, 186.7],

represents the plausible values of the unknown population mean y in light of the
data.

So in this section we will explain how to estimate the mean of a distribution and
how to quantify the precision, or equivalently the uncertainty, of our estimate.

We will start by considering a population characterized by some distribution
from which we take a sample x,...,x;, of size n. In the example above X;
would be the height of a randomly selected person and xy, ..., x1p our sample
of student heights.

A crucial issue in the confidence interval is to use the correct probabilities, that
is, we must use probability distributions that are properly representing the real
life phenomena we are investigating. In the height example, the population dis-
tribution is the distribution of all heights in the entire population. This is what
you would see if you sampled from a huge amount of heights, say n = 1000000,
and then made a density histogram of these, see Example 1.25. Another way of
saying the same is: the random variables X; have a probability density function
(pdf or f(x)) which describe exactly the distribution of all the values. Well, in
our setting we have only a rather small sample, so in fact we may have to as-
sume some specific pdf for Xj, since we don’t know it and really can’t see it well
from the small sample. The most common type of assumption, or one could say
model, for the population distribution is to assume it to be the normal distribu-



Chapter 3 |[||| 3.1 LEARNING FROM ONE-SAMPLE QUANTITATIVE DATA 124

tion. This assumption makes the theoretical justification for the methods easier.
In many cases real life phenomena actually indeed are nicely modelled by a nor-
mal distribution. In many other cases they are not. After taking you through
the methodology based on a normal population distribution assumption, we
will show and discuss what to do with the non-normal cases.

Hence, we will assume that the random variables X; follow a normal distribution
with mean y and variance 02, X ~ N(u,0?) . Our goal is to learn about the
mean of the population y, in particular, we want to:

1. Estimate p, that is calculate a best guess of y based on the sample

2. Quantify the precision, or equivalently the uncertainty, of the estimate

Intuitively, the best guess of the population mean y is the sample mean

n
Z X;.
i=1

Actually, there is a formal theoretical framework to support that this sort of ob-
vious choice also is the theoretically best choice, when we have assumed that
the underlying distribution is normal. The next sections will be concerned with
answering the second question: quantifying how precisely ¥ estimates y, that
is, how close we can expect the sample mean X to be to the true, but unknown,
population mean p. To answer this, we first, in Section 3.1.1, discuss the dis-
tribution of the sample mean, and then, in Section 3.1.2, discuss the confidence
interval for yu, which is universally used to quantify precision or uncertainty.

S| =

ﬁ:x:

3.1.1 Distribution of the sample mean

As indicated in Example 3.1 the challenge we have in using the sample mean X
as an estimate of y is the unpleasant fact that the next sample we take would
give us a different result, so there is a clear element of randomness in our esti-
mate. More formally, if we take a new sample from the population, let us call
it xp1,...,x2,, then the sample mean of this, X, = %Z?:l xp; will be different
from the sample mean of the first sample we took. In fact, we can repeat this
process as many times as we would like, and we would obtain:

1. Sample x1 1, ..., x1 ,, and calculate the average &,

2. Sample x31,...,x2, and calculate the average %,
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3. Sample x31, ..., x3,, and calculate the average x3

4. etc.

Since the sample means x; will all be different, it is apparent that the sample
mean is also the realization of a random variable. In fact it can be shown that if X
is a random variable with a normal distribution with mean u and variance o2,
then the random sample mean X from a sample of size n is also a normally
distributed random variable with mean y and variance c?/n. This result is

formally expressed in the following theorem:

Il Theorem 3.2 The distribution of the mean of normal random vari-
ables

Assume that Xj,..., X, are independent and identically’ normally dis-
tributed random variables, X; ~ N(u,0?),i =1,...,n, then

n 2
X=%ZX1-~N<;¢,U—>. (3-1)
i=1

n

“The “independent and identically” part is in many ways a technical detail that you
don’t have to worry about at this stage in the text.

Note how the formula in the theorem regarding the mean and variance of X is
a consequence of the mean and variance of linear combinations Theorem 2.56

_ 1 & 1 & 1
EX)==Y EX))==) p=-nu=up, (3-2)
= "= n
and
_ 1 & 1 & 1 o2
X:_E X.:_E 2 ot =" -
V(X) " Z':1\7( i) ” i:1c7 nzna o (3-3)

and using Theorem 2.40 it is clear that the mean of normal distributions also is
a normal distribution.
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One important point to read from this theorem is that it tells us, at
least theoretically, what the variance of the sample mean is, and
hence also the standard deviation

g = (3-4)

Bk

Let us elaborate a little on the importance of this. Due to the basic
rules for mean and variance calculations, i.e. Theorem 2.56, we

a know that the difference between X and u has the same standard

deviation
o

X =
This is the mean absolute difference between the sample estimate
X and the true y, or in other words: this is the mean of the error
we will make using the sample mean to estimate the population
mean. This is exactly what we are interested in: to use a proba-
bility distribution to handle the possible error we make.

(3-5)

In our way of justifying and making explicit methods it is useful to consider
the so-called standardized sample mean, where the X — u is seen relative to its
standard deviation, and using the standardization of normal distributions in
Theorem 2.43, which states that the standardized sample mean has a standard
normal distribution:

lll Theorem 3.3  The distribution of the s-standardized mean of nor-
mal random variables

Assume that Xj,..., X, are independent and identically normally dis-
tributed random variables, X; ~ N (y,0?) wherei = 1,...,n, then

7 — f/_\/% ~N (0, 12> : (3-6)

That is, the standardized sample mean Z follows a standard normal distri-
bution.

However, to somehow use the probabilities to say something clever about how
close the estimate ¥ is to y, all these results have a flaw: the population standard
deviation ¢ (true, but unknown) is part of the formula. And in most practical
cases we don’t know the true standard deviation ¢. The natural thing to do is
to use the sample standard deviation s as a substitute for (estimate of) c. How-
ever, then the theory above breaks down: the sample mean standardized by the
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sample standard deviation instead of the true standard deviation no longer has
anormal distribution! But luckily the distribution can be found (as a probability
theoretical result) and we call such a distribution a t-distribution with (n — 1)
degrees of freedom (for more details see Section 2.10.2):

Il Theorem 3.4 The distribution of the S-standardized mean of nor-
mal random variables

Assume that Xj,..., X, are independent and identically normally dis-
tributed random variables, where X; ~ N (y,02) andi =1,...,n, then

X
T_s/\/ﬁ

where t(n — 1) is the t-distribution with n — 1 degrees of freedom.

~tn—1), (3-7)

A t-distribution, as any other distribution, has a probability density function,
presented in Definition 2.86. It is similar in shape to the standard normal dis-
tribution: it is symmetric and centered around 0, but it has thicker tails as il-
lustrated in the figure of Example 2.92. Also, the t-distributions are directly
available in R, via the similar four types of R functions as seen also for the other
probability distributions, see the overview of distributions in A.2.1. So we can
easily work with t-distributions in practice. As indicated, there is a different
t-distribution for each n: the larger the 7, the closer the t-distribution is to the
standard normal distribution.

lll Example 3.5 Normal and t probabilities and quantiles

In this example we compare some probabilities from the standard normal distribu-
tion with the corresponding ones from the t-distribution with various numbers of
degrees of freedom.

Let us compare P(T > 1.96) for some different values of n with P(Z > 1.96):
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## The P(T>1.96) probability for n=10
1 - pt(1.96, df = 9)

[1] 0.04082

## The P(Z>1.96) probability
1 - pnorm(1.96)

[1] 0.025

## The P(T>1.96) probability for n-values, 10, 20, ... ,50
1 - pt(1.96, df = seq(9, 49, by = 10))

[1] 0.04082 0.03241 0.02983 0.02858 0.02785

## The P(T>1.96) probability for n-wvalues, 100, 200, ... ,500
1 - pt(1.96, df = seq(99, 499, by = 100))

[1] 0.02640 0.02570 0.02546 0.02535 0.02528

Note how the t-probabilities approach the standard normal probabilities as 7 in-
creases. Similarly for the quantiles:

## The standard normal 0.975] quantile
gnorm(0.975)

[1] 1.96

## The t-quantiles for m-wvalues: 10, 20, ... ,50
## (rounded to 3 decimal points)
qt(0.975, df = seq(9, 49, by = 10))

[1] 2.262 2.093 2.045 2.023 2.010

## The t-quantiles for m-wvalues: 100, 200, ... ,500
## (rounded to 3 decimal points)
qt(0.975, df = seq(99, 499, by = 100))

[1] 1.984 1.972 1.968 1.966 1.965
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The sample version of the standard deviation of the sample mean s/ \/ﬁ is called
the Standard Error of the Mean (and is often abbreviated SEM):

Il Definition 3.6 Standard Error of the mean

Given a sample xq, ..., xy, the Standard Error of the Mean is defined as
SE; = —. (3-8)

It can also be read as the Sampling Error of the mean, and can be called the
standard deviation of the sampling distribution of the mean.

lll Remark 3.7

Using the phrase sampling distribution as compared to just the distribution of
the mean bears no mathematical /formal distinction: formally a probability
distribution is a probability distribution and there exist only one definition
of that. It is merely used to emphasize the role played by the distribution of
the sample mean, namely to quantify how the sample mean changes from
(potential) sample to sample, so more generally, the sample mean has a dis-
tribution (from sample to sample), so most textbooks and e.g. Wikipedia
would call this distribution a sampling distribution.

3.1.2 Quantifying the precision of the sample mean - the confi-
dence interval

As already discussed above, estimating the mean from a sample is usually not
enough: we also want to know how close this estimate is to the true mean (i.e.
the population mean). Using knowledge about probability distributions, we are
able to quantify the uncertainty of our estimate even without knowing the true
mean. Statistical practice is to quantify precision (or, equivalently, uncertainty)
with a confidence interval (CI).

In this section we will provide the explicit formula for and discuss confidence
intervals for the population mean . The theoretical justification, and hence as-
sumptions of the method, is a normal distribution of the population. However,
it will be clear in a subsequent section that the applicability goes beyond this
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if the sample size 7 is large enough. The standard so-called one-sample confi-
dence interval method is:

lll Method 3.8 The one sample confidence interval for u
For a sample x1, ..., x, the 100(1 — a)% confidence interval is given by

s
Xttt g —, 3-9
a2 (3-9)
where t;_, 5 is the (1 — &) quantile from the t-distribution with n — 1 de-
grees of freedom.”
Most commonly used is the 95%-confidence interval:

S

7 (3-10)

X+ toogys -

?Note how the dependence of n has been suppressed from the notation to leave room for
using the quantile as index instead - since using two indices would appear less readable:

b 1,1-a/2

We will reserve the Method boxes for specific directly applicable statistical meth-
ods/formulas (as opposed to theorems and formulas used to explain, justify or
prove various points).

[l Example 3.9 Student heights

We can now use Method 3.8 to find the 95% confidence interval for the population
mean height from the height sample from Example 3.1. We need the 0.975-quantile
from the t-distribution with n — 1 = 9 degrees of freedom:

qt(0.975, 9)

[1] 2.262

And we can recognize the already stated result

178 £2.26 - %,

V10

which is

178 +8.74 = [169.3, 186.7].
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Therefore with high confidence we conclude that the true mean height of the popu-
lation of students to be between 169.3 and 186.7.

The confidence interval is widely used to summarize uncertainty, not only for
the sample mean, but also for many other types of estimates, as we shall see
in later sections of this chapter and in following chapters. It is quite common
to use 95% confidence intervals, but other levels, e.g. 99% are also used (it is
presented later in this chapter what the precise meaning of “other levels” is).

lll Example 3.10 Student heights

Let us try to find the 99% confidence interval for y for the height sample from Exam-
ple3.1. Now & = 0.01 and we get that1 —a /2 = 0.995, so we need the 0.995-quantile
from the t-distribution with n — 1 = 9 degrees of freedom:

## The t-quantile for n=10
qt (p=0.995, df=9)

[1] 3.25

And we can find the result as

178 £3.25 - %,
V10
which is:
178 £12.55 = [165.5, 190.5].
Or explicitly in R:

## The 99 confidence interval for the mean

x <- c(168, 161, 167, 179, 184, 166, 198, 187, 191, 179)
n <- length(x)

mean(x) - qt(0.995, df

9) * sd(x) / sqrt(n)

[1] 165.5

mean(x) + qt(0.995, df

9) * sd(x) / sqrt(a)

[1] 190.5

Or using the inbuilt function t.test in R:
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t.test(x, conf.level = 0.99)
One Sample t-test

data: x
t = 46, df = 9, p-value = 5e-12
alternative hypothesis: true mean is not equal to O
99 percent confidence interval:
165.5 190.5
sample estimates:
mean of x
178

As can be seen this R function provides various additional information and talks
about “t-test” and “p-value”. In a subsequent section below we will explain
what this is all about.

In our motivation of the confidence interval we used the assumption that the
population is normal distributed. Thankfully, as already pointed out above, the
validity is not particularly sensitive to the normal distribution assumption. In
later sections, we will discuss how to assess if the sample is sufficiently close to
a normal distribution, and what we can do if the assumption is not satisfied.

3.1.3 The language of statistics and the process of learning from
data

In this section we review what it means to make statistical inference using a
confidence interval. We review the concepts, first presented in Section 1.3, of: a
population, distribution, a parameter, an estimate, an estimator, and a statistic.

The basic idea in statistics is that there exists a statistical population (or just
population) which we want to know about or learn about, but we only have
a sample from that population. The idea is to use the sample to say something
about the population. To generalize from the sample to the population, we
characterize the population by a distribution (see Definition 1.1 and Figure 1.1).

For example, if we are interested in the weight of eggs lain by a particular
species of hen, the population consists of the weights of all currently existing
eggs as well as weights of eggs that formerly existed and will (potentially) exist



Chapter 3 |[||| 3.1 LEARNING FROM ONE-SAMPLE QUANTITATIVE DATA133

in the future. We may charactarize these weights by a normal distribution with
mean y and variance 2. If we let X denote the weight of a randomly chosen
egg, then we may write X ~ N(u,0?). We say that u and ¢? are the parameters
of this distribution - we call them population parameters.

Naturally, we do not know the values of these true parameters, and it is impos-
sible for us to ever know, since it would require that we weighed all possible
eggs that have existed or could have existed. In fact the true parameters of the
distribution N(u, ¢?) are unknown and will forever remain unknown.

If we take a random sample of eggs from the population of egg weights, say
we make 10 observations, then we have x1, ..., x19. We call this the observed sam-
ple or just sample. From the sample, we can calculate the sample mean, x. We
say that X is an estimate of the true population mean u (or just mean, see Remark
1.3). In general we distinguish estimates of the parameters from the parameters
themselves, by adding a hat (circumflex). For instance, when we use the sample
mean as an estimate of the mean, we may write fi = x for the estimate and y for
the parameter, see the illustration of this process in Figure 1.1.

We denote parameters such as y and 02 by greek letters. Therefore parameter
estimates are greek letters with hats on them. Random variables such as X are
denoted by capital roman letters. The observed values of the random variables
are denoted by lower case instead — we call them realizations of the random vari-
ables. For example, the sample x1, ..., x1o represents actually observed num-
bers (e.g. the weights of 10 eggs), so they are not random and therefore in lower
case. If we consider a hypothetical sample it is yet unobserved and therefore
random and denoted by, say, Xj, ..., X;; and therefore in capital letters, see also
Section 2.1.

To emphasize the difference, we say that X3, . . ., X, is a random sample, while we
say that x1, ..., x,, is a sample taken at random; the observed sample is not random
when it is observed, but it was produced as a result of n random experiments.

A statistic is a function of the data, and it can represent both a fixed value from
an observed sample or a random variable from a random (yet unobserved) sam-
ple. For example sample average ¥ = 1Y, x; is a statistic computed from an
observed sample, while X = %Z?:l X; is also a statistic, but it is considered
a function of a random (yet unobserved) sample. Therefore X is itself a ran-
dom variable with a distribution. Similarly the sample variance S? is a random
variable, while s? is its realized value and just a number.

An estimator (not to be confused with an estimate) is a function that produces an
estimate. For example, y is a parameter, /i is the estimate and we use X as an
estimator of . Here X is the function that produces the estimate of y from a
sample.
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Learning from data is learning about parameters of distributions that describe
populations. For this process to be meaningful, the sample should in a mean-
ingful way be representative of the relevant population. One way to ensure that
this is the case is to make sure that the sample is taken completely at random
from the population, as formally defined here:

Il Definition 3.11 Random sample

A random sample from an (infinite) population: A set of observations
Xj, ..., X, constitutes a random sample of size n from the infinite population

f(x) if:

1. Each X; is a random variable whose distribution is given by f(x)

2. The n random variables are independent

It is a bit difficult to fully comprehend what this definition really amounts to
in practice, but in brief one can say that the observations should come from
the same population distribution, and that they must each represent truly new
information (the independence).

lll Remark 3.12

Throughout previous sections and the rest of this chapter we assume infinite
populations. Finite populations of course exists, but only when the sam-
ple constitutes a large proportion of the entire population, is it necessary to
adjust the methods we discuss here. This occurs relatively infrequently in
practice and we will not discuss such conditions.

3.1.4 When we cannot assume a normal distribution: the Central
Limit Theorem

The Central Limit Theorem (CLT) states that the sample mean of independent
identically distributed (i.i.d.) random variables converges to a normal distribu-
tion:
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ll Theorem 3.13  Central Limit Theorem (CLT)

Let X be the sample mean of a random sample of size n taken from a popu-
lation with mean u and variance ¢, then

X—p
Z:
o//n’

is a random variable which distribution function approaches that of the
standard normal distribution, N (0, 12), as n — oo. In other words, for large
enough 7, it holds approximately that

(3-11)

X—u
o/\/n

~ N(0,1%). (3-12)

The powerful feature of the CLT is that, when the sample size n is large enough,
the distribution of the sample mean X is (almost) independent of the distri-
bution of the population X. This means that the underlying distribution of a
sample can be disregarded when carrying out inference related to the mean.
The variance of the sample mean can be estimated from the sample and it can
be seen that as n increases the variance of the sample mean decreases, hence the
“accuracy” with which we can infer increases.
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lll Example 3.14 Central Limit Theorem in practice

## Number of simulated samples
k <- 1000

## Number of observations im each sample

n <-1

## Simulate k samples with n observations

## Note, the use of replicate: it repeats the second argument (here k times)
Xbar <- replicate(k, runif(n))

hist(Xbar, col="blue", main="n=1", xlab="Sample means", xlim=x1lim)

## Increase the number of observations im each sample

## Note, the use of apply here: it takes the mean on the 2nd dimension
## (i.e. column) of the matriz returned by replicate

n <- 2

Xbar <- apply(replicate(k, runif(n)), 2, mean)

hist(Xbar, col="blue", main="n=2", xlab="Sample means", xlim=x1lim)

## Increase the number of obserwvations in each sample

n <- 6

Xbar <- apply(replicate(k, runif(n)), 2, mean)

hist(Xbar, col="blue", main="n=6", xlab="Sample means", xlim=x1lim)

## Increase the number of observations im each sample

n <- 30

Xbar <- apply(replicate(k, runif(n)), 2, mean)

hist(Xbar, col="blue", main="n=30", xlab="Sample means", xlim=x1lim)

> n=1 = n=2
£ £
i R
5 ° o —
8 o 8 o
e S 3 .,
00 02 04 06 08 10 00 02 04 06 08 10
Sample means Sample means
> n=6 > n=30
=1 =1
: ﬂ g 53
Br Br
£ o £ o
3 { [ [ [ x \ 3 { x [ [ x \
00 02 04 06 08 10 00 02 04 06 08 10
Sample means Sample means

Recognize the plot on the front page of the book.

Due to the amazing result of the Central Limit Theorem 3.13 many expositions
of classical statistics provides a version of the confidence interval based on the
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standard normal quantiles rather than the t-quantiles
s

a

We present it here only as an interesting limit situation of the t-based interval in

Method 3.8.

X+ Zl—zx/Z . (3'13)

For large samples, the standard normal distribution and t-distribution are al-
most the same, so in practical situations, it doesn’t matter whether the normal
based or the t-based confidence interval (CI) is used. Since the t-based interval
is also valid for small samples when a normal distribution is assumed, we rec-
ommend that the t-based interval in Method 3.8 is used in all situations. This
recommendation also has the advantage that the R-function t . test, which pro-
duces the t-based interval, can be used in all cases.

How large should the sample then be in a non-normal case to ensure the validity
of the interval? No general answer can be given, but as a rule of thumb we
recommend n > 30.

When we have a small sample for which we cannot or will not make a nor-
mality assumption, we have not yet presented a valid CI method. The classical
solution is to use the so-called non-parametric methods. However, in the next
chapter we will present the more widely applicable simulation or re-sampling
based techniques.

3.1.5 Repeated sampling interpretation of confidence intervals

In this section we show that 95% of the 95% confidence intervals we make will
cover the true value in the long run. Or, in general 100(1 — a)% of the 100(1 —
)% confidence intervals we make will cover the true value in the long run. For
example, if we make 100 95% CI we cannot guarantee that exactly 95 of these
will cover the true value, but if we repeatedly make 100 95% Cls then on average
95 of them will cover the true value.

lll Example 3.15 Simulating many confidence intervals

To illustrate this with a simulation example, then we can generate 50 random
N(1,12) distributed numbers and calculate the t-based CI given in Method 3.8, and
then repeated this 1000 times to see how many times the true mean y = 1is covered.
The following code illustrates this:
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k <- 1000
ThousandCIs <- replicate(k, t.test(rnorm(n=50, mean=1, sd=1))$conf.int)

sum(ThousandCIs[1,] < 1 & 1 < ThousandCIs[2,])

[1] 954

Hence in 954 of the 1000 repetitions (i.e. 95.4%) the CI covered the true value. If
we repeat the whole simulation over, we would obtain 1000 different samples and
therefore 1000 different Cls. Again we expect that approximately 95% of the Cls will
cover the true value y = 1.

The result that we arrived at by simulation in the previous example can also be
derived mathematically. Since

_ Xy
T_s/\/ﬁ

where t is the t-distribution with 7 — 1 degrees of freedom, it holds that

_ ”
1—a= P —t_ < — < B ,
4 ( 1—a/2 S/\/ﬁ 1&/2)

which we can rewrite as

_ S . S
= P (X_tl—zx/Zﬁ < “l/l < X+t1—zx/2ﬁ) .

Thus, the probability that the interval with limits

~tn—1),

o S
XEtH wpo—,

11—« / 2 \/ﬁ
covers the true value y is exactly 1 — «. One thing to note is that the only dif-
ference between the interval above and the interval in Method 3.8, is that the
interval above is written with capital letters (simply indicating that it calculated
with random variables rather than with observations).

(3-14)

This shows exactly that 100(1 — «)% of the 100(1 — «)% confidence interval we
make will contain the true value in the long run.

3.1.6 Confidence interval for the variance

In previous sections we discussed how to calculate a confidence interval for the
mean. In this section we discuss how to calculate a confidence interval for the
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variance or the standard deviation.

We will assume that the observations come from a normal distribution through-
out this section, and we will not present any methods that are valid beyond this
assumption. While the methods for the sample mean in the previous sections
are not sensitive to (minor) deviations from the normal distribution, the meth-
ods discussed in this section for the sample variance rely much more heavily on
the correctness of the normal distribution assumption.

lll Example 3.16 Tablet production

In the production of tablets, an active matter is mixed with a powder and then the
mixture is formed to tablets. It is important that the mixture is homogenous, such
that each tablet has the same strength.

We consider a mixture (of the active matter and powder) from where a large amount
of tablets is to be produced.

We seek to produce the mixtures (and the final tablets) such that the mean content of
the active matter is 1 mg/g with the smallest variance possible. A random sample is
collected where the amount of active matter is measured. It is assumed that all the
measurements follow a normal distribution.

The variance estimator, that is, the formula for the variance seen as a random
variable, is

1

S? =
n—1

n

Y (X —X)?, (3-15)
i=1
where 7 is the number of observations, X; is observation number i where i =
1,...,n,and X is the estimator of the mean of X.

The (sampling) distribution of the variance estimator is the x?-distribution dis-
tribution: let S? be the variance of a sample of size 1 from a normal distribution
with variance 02, then

n—1)s2
oo 1=08
o
is a stochastic variable following the x2-distribution with v = n — 1 degrees of
freedom.

The x2-distribution, as any other distribution, has a probability density func-
tion. It is a non-symmetric distribution on the positive axis. It is a distribution
of squared normal random variables, for more details see Section 2.10.1. An
example of a x?-distribution is given in the following:
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Example 3.17 The x2-distribution
X

The density of the x2-distribution with 9 degrees of freedom is:

## The chisquare-distribution with df=9 (the density)
x <- seq(0, 35, by = 0.1)
plot(x, dchisq(x, df = 9), type = "1", ylab="Density")

Density
0.00 0.02 0.04 0.06 0.08 0.10

So, the x2-distributions are directly available in R, via the similar four types
of R-functions as seen for the other probability distributions presented in the
distribution overview, see Appendix A.3.

Hence, we can easily work with x2-distributions in practice. As indicated there
is a different y?-distribution for each 7.
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lll Method 3.18  Confidence interval for the variance/standard devia-
tion

A 100(1 — a)% confidence interval for the variance ¢? is

[(n —1)s® (n— 1)52]

2 ’ 2
Xi—a/2 Xu/2

(3-16)

where the quantiles come from a x2-distribution with v = n — 1 degrees of
freedom.

A 100(1 — a)% confidence interval for the standard deviation o is
—1)s2 _1)s2
[\/(n2 1)s ’ \/(n 21)s . (3-17)
X1-a/2 Kaj2 |

Note: The confidence intervals for the variance and standard deviations are
generally non-symmetric as opposed to the ¢t-based interval for the mean p.

lll Example 3.19  Tablet production

A random sample of n = 20 tablets is collected and from this the mean is estimated
to ¥ = 1.01 and the variance to s> = 0.072. Let us find the 95%-confidence interval
for the variance. To apply the method above we need the 0.025 and 0.975 quantiles
of the x?-distribution with v = 20 — 1 = 19 degrees of freedom

X5.025 = 8.907, X§o75 = 32.85,

which we get from R:

qchisq(p=c(0.025, 0.975), df=19)

[1] 8.907 32.852

Hence the confidence interval is
19-0.072 19-0.072
3285 ' 8907

} ~ [0.00283, 0.0105],

and for the standard deviation the confidence interval is

[1/0.002834, v/0.01045] ~ [0.053, 0.102].
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3.1.7 Hypothesis testing, evidence, significance and the p-value

|l Example 3.20 Sleeping medicine

In a study the aim is to compare two kinds of sleeping medicine A and B. 10 test
persons tried both kinds of medicine and the following 10 DIFFERENCES between
the two medicine types were measured (in hours):

Person | x = Beffect - Aeffect
1 1.2
2 24
3 1.3
4 1.3
5 0.9
6 1.0
7 1.8
8 0.8
9 4.6
10 14

For Person 1, Medicine B provided 1.2 sleep hours more than Medicine A, etc.

Our aim is to use these data to investigate if the two treatments are different in their
effect on length of sleep. We therefore let i represent the mean difference in sleep
length. In particular we will consider the so-called null hypothesis

H() U= 0,
which states that there is no difference in sleep length between the A and B Medicines.

If the observed sample turns out to be not very likely under this null hypothesis, we
conclude that the null hypothesis is unlikely to be true.

First we compute the sample mean
=% =1.67.

As of now, we don’t know if this number is particularly small or large. If the true
mean difference is zero, would it be unlikely to observe a mean difference this large?
Could it be due to just random variation? To answer this question we compute the
probability of observing a sample mean that is 1.67 or further from 0 — in the case
that the true mean difference is in fact zero. This probability is called a p-value. If
the p-value is small (say less than 0.05), we conclude that the null hypothesis isn’t
true. If the p-value is not small (say larger than 0.05), we conclude that we haven’t
obtained sufficient evidence to falsify the null hypothesis.
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After some computations that you will learn to perform later in this section, we
obtain a p-value

p-value ~ 0.00117,

which indicates quite strong evidence against the null hypothesis. As a matter of
fact, the probability of observing a mean difference as far from zero as 1.67 or further
is only ~ 0.001 (one out of thousand) and therefore very small.

We conclude that the null hypothesis is unlikely to be true as it is highly incompat-
ible with the observed data. We say that the observed mean fi = 1.67 is statistically
significantly different from zero (or simply significant implying that it is different from
zero). Or that there is a significant difference in treatment effects of B and A, and we may

conclude that Medicine B makes patients sleep significantly longer than Medicine
A.
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p < 0.001 Very strong evidence against Hy
0.001 < p < 0.01 Strong evidence against Hy
0.01 < p <0.05 Some evidence against Hy
0.05<p <01 Weak evidence against H
p=>0.1 Little or no evidence against H

Table 3.1: A way to interpret the evidence for a given p-value.

The p-value

lll Definition 3.21  The p-value

The p-value is the probability of obtaining a test statistic that is at least as
extreme as the test statistic that was actually observed. This probability is
calculated under the assumption that the null hypothesis is true.

Interpretations of a p-value:

1. The p-value measures evidence

2. The p-value measures extremeness/unusualness of the data under the
null hypothesis (“under the null hypothesis” means “assuming the null
hypothesis is true”)

The p-value is used as a general measure of evidence against a null hypothesis:
the smaller the p-value, the stronger the evidence against the null hypothesis
Hp. A typical strength of evidence scale is given in Table 3.1.

As indicated, the definition and interpretations above are generic in the sense
that they can be used for any kind of hypothesis testing in any kind of setup.
In later sections and chapters of this material, we will indeed encounter many
different such setups. For the specific setup in focus here, we can now give the
key method:
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lll Method 3.22 The one-sample t-test statistic and the p-value
For a (quantitative) one sample situation, the p-value is given by
p-value =2 - P(T > |tgps|), (3-18)

where T follows a t-distribution with (n — 1) degrees of freedom.
The observed value of the test statistics to be computed is

_X—Ho

tobs = , 3-19

obs s/ \/ﬁ ( )
where p is the value of y under the null hypothesis

Ho: = po. (3-20)

The t-test and the p-value will in some cases be used to formalize actual decision
making and the risks related to it:

Il Definition 3.23  The hypothesis test

We say that we carry out a hypothesis test when we decide against a null
hypothesis or not, using the data.

A null hypothesis is rejected if the p-value, calculated after the data has been
observed, is less than some &, that is if the p-value < a, where « is some pre-
specifed (so-called) significance level. And if not, then the null hypothesis is
said to be accepted.

lll Remark 3.24

Often chosen significance levels a are 0.05, 0.01 or 0.001 with the former
being the globally chosen default value.
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lll Remark 3.25

A note of caution in the use of the word accepted is in place: this should
NOT be interpreted as having proved anything: accepting a null hypothesis
in statistics simply means that we could not prove it wrong! And the reason
for this could just potentially be that we did not collect sufficient amount of
data, and acceptance hence proofs nothing at its own right.

|l Example 3.26  Sleeping medicine

Continuing from Example 3.20, we now illustrate how to compute the p-value using
Method 3.22.

## Enter sleep difference observations

x <- c(1.2, 2.4, 1.3, 1.3, 0.9, 1.0, 1.8, 0.8, 4.6, 1.4)
n <- length(x)

## Compute the tobs - the observed test statistic

tobs <- (mean(x) - 0) / (sd(x) / sqrt(n))

tobs

[1] 4.672

## Compute the p-wvalue as a tatl-probability in the t-distribution
pvalue <- 2 * (1-pt(abs(tobs), df=n-1))
pvalue

[1] 0.001166

Naturally, as we have seen already a function in R that can do this for us
t.test(x)

One Sample t-test

data: x
t =4.7, df =9, p-value = 0.001
alternative hypothesis: true mean is not equal to O
95 percent confidence interval:
0.8613 2.4787
sample estimates:
mean of x
1.67
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The confidence interval and the p-value supplements each other, and often both
the confidence interval and the p-value are reported. The confidence interval
covers those values of the parameter that we accept given the data, while the
p-value measures the extremeness of the data if the null hypothesis is true.

|l Example 3.27 Sleeping medicine

In the sleep medicine example the 95% confidence interval is
[0.86, 2.48],

so based on the data these are the values for the mean sleep difference of Medicine
B versus Medicine A that we accept can be true. Only if the data is so extreme (i.e.
rarely occuring) that we would only observe it 5% of the time the confidence interval
does not cover the true mean difference in sleep.

The p-value for the null hypothesis 4 = 0 was ~ 0.001 providing strong evidence
against the correctness of the null hypothesis.

If the null hypothesis was true, we would only observe this large a difference in
sleep medicine effect levels in around one out of a thousand times. Consequently
we conclude that the null hypothesis is unlikely to be true and reject it.

Statistical significance

The word significance can mean importance or the extent to which something matters
in our everyday language. In statistics, however, it has a very particular mean-
ing: if we say that an effect is significant, it means that the p-value is so low that
the null hypothesis stating no effect has been rejected at some significance level «.

Il Definition 3.28  Significant effect

An effect is said to be (statistically) significant if the p-value is less than the
significance level a. *

?Often, « = 0.05 is adopted.

At this point an effect would amount to a u-value different from pg. In other
contexts we will see later, effects can be various features of interest to us.
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|l Example 3.29  Statistical significance
Consider the follwing two situations:

1. A researcher decides on a significance level of & = 0.05 and obtains p-value =
0.023. She therefore concludes that the effect is statistically significant

2. Another researcher also adopts a significance level of x = 0.05, but obtains
p-value = 0.067. He concludes that the effect was not statistically significant

From a binary decision point of view the two researchers couldn’t disagree more.
However, from a scientific and more continuous evidence quantification point of
view there is not a dramatic difference between the findings of the two researchers.

In daily statistical and/or scientific jargon the word “statistically” will often be
omitted, and when results then are communicated as significant further through
media or other places, it gives the risk that the distinction between the two
meanings gets lost. At first sight it may appear unimportant, but the big dif-
ference is the following: sometimes a statistically significant finding can be so
small in real size that it is of no real importance. If data collection involves very
big data sizes one may find statistically significant effects that for no practical
situations matter much or anything at all.

The null hypothesis

The null hypothesis most often expresses the status quo or that “nothing is hap-
pening”. This is what we have to believe before we perform any experiments
and observe any data. This is what we have to accept in the absense of any
evidence that the situation is otherwise. For example the null hypothesis in the
sleep medicine examples states that the difference in sleep medicine effect level
is unchanged by the treatment: this is what we have to accept until we obtain
evidence otherwise. In this particular example the observed data and the statis-
tical theory provided such evidence and we could conclude a significant effect.

The null hypothesis has to be falsifiable. This means that it should be possible to
collect evidence against it.
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Acceptance

Figure 3.1: The 95% critical value. If ¢, falls in the pink area we would reject,
otherwise we would accept

Confidence intervals, critical values and significance levels

A hypothesis test, that is, making the decision between rejection and acceptance of
the null hypothesis, can also be carried out without actually finding the p-value.
As an alternative one can use the so-called critical values, that is the values of the
test-statistic which matches exactly the significance level, see Figure 3.1:

Il Definition 3.30  The critical values

The (1 — «)100% critical values for the one-sample t-test are the a/2- and
1 — a/2-quantiles of the t-distribution with n — 1 degrees of freedom

i',x/2 and tl—lx/Z- (3—21)
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ll Method 3.31 The one-sample hypothesis test by the critical value

A null hypothesis is rejected if the observed test-statistic is more extreme than
the critical values

If |tops| > t1_a /o then reject, (3-22)

otherwise accept.

The confidence interval covers the acceptable values of the parameter given the
data:

lll Theorem 3.32 Confidence interval for u

We consider a (1 — «) - 100% confidence interval for y
5

Vi

The confidence interval corresponds to the acceptance region for Hy when
testing the hypothesis

Tt t_g- (3-23)

Ho: p = po. (3-24)
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|l Remark 3.33

The proof of this theorem is almost straightforward: a y inside the confi-
dence interval will fullfill that

s
X —po| <ti—asp——=, 3-25
1= pol <trw2 72 (3-25)
which is equivalent to
X — Ho
ool (3-26)
/i
and again to
|tobs| < t1—a/2s (3-27)

which then exactly states that i is accepted, since the t,s is within the
critical values.

The alternative hypothesis

Some times we may in addition to the null hypothesis, also explicitly state an
alternative hypothesis. This completes the framework that allows us to control the
rates at which we make correct and wrong conclusions in light of the alternative.

The alternative hypothesis is
Hy = p # po. (3-28)

This is sometimes called the two-sided (or non-directional) alternative hypoth-
esis, because also one-sided (or directional) alternative hypothesis occur. How-
ever, the one-sided setup is not included in the book apart from a small discus-
sion below.

lll Example 3.34 Sleeping medicine — Alternative hypothesis
Continuing from Example 3.20 we can now set up the null hypothesis and the alter-

native hypothesis together

Ho! ]1:0
Hli ]/1750
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Which means that we have exactly the same setup just formalized by adding the
alternative hypothesis. The conclusion is naturally exactly the same as in before.

A generic approach for tests of hypotheses is:

1. Formulate the hypotheses and choose the level of significance « (choose
the "risk-level")

2. Calculate, using the data, the value of the test statistic

3. Calculate the p-value using the test statistic and the relevant sampling
distribution, compare the p-value and the significance level «, and finally
make a conclusion
or
Compare the value of the test statistic with the relevant critical value(s)
and make a conclusion

Combining this generic hypothesis test approach with the specific method boxes
of the previous section, we can now below give a method box for the one-
sample t-test. This is hence a collection of what was presented in the previous
section:
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ll Method 3.35 The level « one-sample t-test

1. Compute t,ps using Equation (3-19)

_ X—Ho

b =2 M
obs S/\/ﬁ

2. Compute the evidence against the null hypothesis

Ho: p = po, (3-29)
vs. the alternative hypothesis
Hi: p# po, (3-30)
by the
p-value =2 - P(T > |tops|), (3-31)

where the t-distribution with n — 1 degrees of freedom is used

3. If the p-value < &, we reject Hy, otherwise we accept H,
or

The rejection/acceptance conclusion can equivalently be based on the
critical value(s) £t;_, /7:
if [tops| > t1_4/2 We reject Hy, otherwise we accept Hy

The so-called one-sided (or directional) hypothesis setup, where the alternative
hypothesis is either “less than” or “greater than”, is opposed to the previous
presented two-sided (or non-directional) setup, with a “different from” alter-
native hypothesis. In most situations the two-sided should be applied, since
when setting up a null hypothesis with no knowledge about in which direction
the outcome will be, then the notion of “extreme” is naturally in both directions.
However, in some situations the one-sided setup makes sense to use. As for ex-
ample in pharmacology where concentrations of drugs are studied and in some
situations it is known that the concentration can only decrease from one time
point of measurement to another (after the peak concentration). In such case a
“less than” is the only meaningful alternative hypothesis — one can say that na-
ture really has made the decision for us in that: either the concentration has not
changed (the null hypothesis) or it has dropped (the alternative hypothesis). In
other cases, e.g. more from the business and/or judicial perspective, one-sided
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hypothesis testing come up when for example a claim about the performance of
some product is tested.

The one-sided “less than” hypothesis setup is: compute the evidence against
the null hypothesis vs. the one-sided alternative hypothesis

Ho: wu>po (3-32)
Hy:  p <o, (3-33)
by the
p-value = P(T < tops)- (3-34)
and equivalently for the “greather than” setup
Ho: p <o (3-35)
Hy: p> uo, (3-36)
by the
p-value = P(T > tps)- (3-37)

In both cases: if p-value < a: We reject Hy, otherwise we accept Hy.

Note that there are no one-sided hypothesis testing involved in the exercises.

Errors in hypothesis testing

When testing statistical hypotheses, two kind of errors can occur:
Type I: Rejection of Hy when Hy is true

Type II: Non-rejection (acceptance) of Hy when Hj is true

lll Example 3.36  Ambulance times

An ambulance company claims that on average it takes 20 minutes from a telephone
call to their switchboard until an ambulance reaches the location.

We might have some measurements (in minutes): 21.1,22.3,19.6,24.2, ...

If our goal is to show that on average it takes longer than 20 minutes, the null- and
the alternative hypotheses are

H(): ]/1220,
Hi: p#20.
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What kind of errors can occur?

Type I: Reject Hy when Hj is true, that is we mistakenly conclude that it takes longer
(or shorter) than 20 minutes for the ambulance to be on location

Type II: Not reject Hy when Hj is true, that is we mistakenly conclude that it takes

20 minutes for the ambulance to be on location

|l Example 3.37  Court of law analogy

A man is standing in a court of law accused of criminal activity.
The null- and the alternative hypotheses are

Hp: The man is not guilty,
H;: The man is guilty.

We consider a man not guilty until evidence beyond any doubt proves him guilty.
This would correspond to an « of basically zero.

Clearly, we would prefer not to do any kinds of errors, however it is a fact of
life that we cannot avoid to do so: if we would want to never do a Type I error,
then we would never reject the null hypothesis, which means that we would
e.g. never conclude that one medical treatment is better than another, and thus,
that we would (more) often do a Type II error, since we would never detect
when there was a significance effect.

For the same investment (sample size 1), we will increase the risk of a Type II
error by enforcing a lower risk of a Type I error. Only by increasing n we can
lower both of them, but to get both of them very low can be extremely expensive
and thus such decisions often involve economical considerations.

The statistical hypothesis testing framework is a way to formalize the handling
of the risk of the errors we may make and in this way make decisions in an
enlightened way knowing what the risks are. To that end we define the two
possible risks as

P("TypeIerror") = a,

3-38
P("Type Il error") = B. (3-38)

This notation is globally in statistical literature. The name choice for the Type I
error is in line with the use of a for the significance level, as:
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ll Theorem 3.38  Significance level and Type | error

The significance level « in hypothesis testing is the overall Type I risk

P("Type I error") = P("Rejection of Hy when Hy is true") = a. (3-39)

So controlling the Type I risk is what is most commonly apparent in the use of
statistics. Most published results are results that became significant, that is, the
p-value was smaller than &, and hence the relevant risk to consider is the Type I
risk.

Controlling /dealing with the Type Il risk, that is: how to conclude on an exper-
iment/study in which the null hypothesis was not rejected (1.e. no significant
effect was found) is not so easy, and may lead to heavy discussions if the non-
findings even get to the public. To which extent is a non-finding an evidence of
the null hypothesis being true? Well, in the outset the following very important
saying makes the point:

|l Remark 3.39

Absence of evidence is NOT evidence of absence!

Or differently put:
Accepting a null hypothesis is NOT a statistical proof of the null hypothesis
being true!

The main thing to consider here is that non-findings (non-significant results)
may be due to large variances and small sample sizes, so sometimes a non-
finding is indeed just that we know nothing. In other cases, if the sample sizes
were high, a non-finding may actually, if not proving an effect equal to zero,
which is not really possible, then at least indicate with some confidence that the
possible effect is small or even very small. The confidence interval is a more
clever method to use here, since the confidence interval will show the precision
of what we know, whether it includes the zero effect or not.

In Section 3.3 we will use a joint consideration of both error types to formalize
the planning of suitably sized studies/experiments.
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3.1.8 Assumptions and how to check them

The t-tests that have been presented above are based on some assumptions
about the sampling and the population. In Theorem 3.2 the formulations are
that the random variables Xy, ..., X, are independent and identically normally
distributed: X; ~ N(p,0?). In this statement there are two assumptions:

¢ Independent observations

e Normal distribution

The assumption about independent observations can be difficult to check. It
means that each observation must bring a unique new amount of information to
the study. Independence will be violated if some measurements are not on ran-
domly selected units and share some feature — returning to the student height
example: we do not want to include twins or families in general. Having a sam-
ple of n = 20 heights, where 15 of them stem from a meeting with a large family
group would not be 20 independent observations. The independence assump-
tion is mainly checked by having information about the sampling procedure.

The assumption about normality can be checked graphically using the actual
sample at hand.

lll Example 3.40 Student heights

We will return to the height of the ten students from example 3.1. If we want to
check whether the sample of heights could come from a normal distribution then
we could plot a histogram and look for a symmetric bell-shape:
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## The height sample
x <- c(168,161,167,179,184,166,198,187,191,179)

## Using histograms

par (mfrow=c(1,3), mar=c(4,3,1,1))

hist(x, xlab="Height", main="")

hist(x, xlab="Height", main="", breaks=8)
hist(x, xlab="Height", main="", breaks=2)
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However, as we can see the histograms change shape depending on the number of
breaks.

Instead of using histograms, one can plot empirical cumulative distribution (see
1.6.2) and compare it with the best fitting normal distribution, in this case N(ji =
178,02 = 12.212):
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## Plot the empirical cdf

plot(ecdf(x), verticals = TRUE)

## Plot the best mormal cdf

xseq <- seq(0.9*min(x), 1.1*max(x), length.out = 100)
lines(xseq, pnorm(xseq, mean(x), sd(x)))

ecdf(x)
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In the accumulated distribution plot it is easier to see how close the distributions are
— compared to in the density histogram plot. However, we will go one step further
and do the g-q plot: The observations (sorted from smallest to largest) are plotted
against the expected quantiles — from the same normal distribution as above. If the
observations are normally distributed then the observed are close to the expected
and this plot is close to a straight line. In R we can generate this plot by the following;:
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## The expected quantiles in a 0 to 1 untiform distribution

n <- length(x)

## They have equal distance

pseq <- (1:n-0.5)/n

## Plot the expected normal distribution quantiles

plot (x=gnorm(p=pseq), y=sort(x), xlab="Normal quantiles",
ylab="Sample quantiles")

## Mark the 1st and 3rd quantiles with crosses

points (x=qnorm(p=c(0.25,0.75)), y=quantile(x,probs=c(0.25,0.75)),

pch=3, col="red")
## Add a stratight line through the 1st and 3rd quantiles
qqline(x)

Sample quantiles
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-1.5 -1.0 -0.5 0.0 0.5 1.0 1.5

Normal quantiles

In the ideal normal case, the observations vs. the expected quantiles in the best
possible normal distribution will be on a straight line, here plotted with the inbuilt
function qgnorm:
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set.seed(89473)

## Simulate 100 mormal distributed observations
xsim <- rnorm(100, mean(x), sd(x))

## Do the q-q normal plot with inbuilt functions
qqnorm(xsim)

qqline (xsim)

Normal Q-Q Plot
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Note, that inbuilt functions do exactly the same as R code generating the first q-q
plot, except for a slight change for n < 10, as described in Method 3.41.

In this example the points are close to a straight line and we can assume that the
normal distribution holds. It can, however, be difficult to decide whether the plot is
close enough to a straight line, so there is a package in R (the MESS package) where
the observations are plotted together with eight simulated plots where the normal
distribution is known to hold. It is then possible to visually compare the plot based
on the observed data to the simulated data and see whether the distribution of the
observations is "worse" than they should be.
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Loading required package: geepack

Attaching package: ’MESS’
The following object is masked from ’package:stats’:

power.t.test

## Define the plotting function
qqwrap <- function(x, y, ...){
stdy <- (y-mean(y))/sd(y)
qgnorm(stdy, main="", ...)
qqline(stdy)}
## Do the Wally plot
wallyplot(x-mean(x), FUN=qqwrap, ylim=c(-3,3))
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When we look at the nine plots then the original data are plotted in the frame with
the red border. Comparing the observed data to the simulated data the straight
line for the observed data is no worse than some of the simulated data, where the
normality assumption is known to hold. So we conclude here that we apparently
have no problem in assuming the normal distribution for these data.

lll Method 3.41  The Normal g-q plot

The ordered observations X(1)r -1 X(n)s called the sample quantiles, are plot-
ted versus a set of expected normal quantiles zy,, ..., zp,. If the points are
not systematically deviating from a line, we accept the normal distribution
assumption. The evaluation of this can be based on some simulations of a
sample of the same size.

The usual definition of py, . .., p, to be used for finding the expected normal
quantiles is

i-05
on

pi ,i=1,...,n. (3-40)
Hence, simply the equally distanced points between 0.5/n and 1 — 0.5/n.
This is the default method in the qgnorm function in R, when n > 10, if
n < 10 instead

i—3/8

pi:m,izl,...,n, (3-41)

is used.

lll Example 3.42 Student heights

An example of how the expected normal quantile is calculated by R can be seen
if we take the second smallest height 166. There are 2 observations < 166, so
166 = x(3) can be said to be the observed 21’0.32/58 = 0.1585 quantile (where we use
the default R-definition for n < 10). The 0.1585 quantile in the normal distribution
is qnorm(0.1585) = —1.00 and the point (—1.00, 166) can be seen on the g-q plot

above.
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3.1.9 Transformation towards normality

In the above we looked at methods to check for normality. When the data are
not normally distributed it is often possible to choose a transformation of the
sample, which improves the normality.

When the sample is positive with a long tail or a few large observations then the
most common choice is to apply a logarithmic transformation, log(x). The log-
transformation will make the large values smaller and also spread the observa-
tions on both positive and negative values. Even though the log-transformation
is the most common there are also other possibilities such as y/x or 1 for making
large values smaller, or x> and x® for making large values larger.

When we have transformed the sample we can use all the statistical analyse we
want. It is important to remember that we are now working on the transformed
scale (e.g. the mean and its confidence interval is calculated for log(x)) and
perhaps it will be necessary to back-transform to the original scale.

lll Example 3.43 Radon in houses

In an American study the radon level was measured in a number of houses. The
Environmental Protection Agency’s recommended action level is > 4 pCi/L. Here
we have the results for 20 of the houses (in pCi/L):

House 1 2 3 4 5 6 7 8 9 10
Radonlevel | 24 42 18 25 54 22 40 11 15 54
House 11 12 13 14 15 16 17 18 19 20
Radonlevel | 6.3 19 17 11 6.6 31 23 14 29 29

The sample mean, median and std. deviance is: ¥ = 3.04, Q; = 2.45 and s, = 1.72.

We would like to see whether these observed radon levels could be thought of as
coming from a normal distribution. To do this we will plot the data:

radon <- c(2.4, 4.2, 1.8, 2.5, 5.4, 2.2, 4.0, 1.1, 1.5, 5.4, 6.3,
1.9, 1.7, 1.1, 6.6, 3.1, 2.3, 1.4, 2.9, 2.9)

par (mfrow = c(1,2))

hist(radon)

qgnorm(radon, ylab = "Sample quantiles", xlab = "Normal quantiles")

qqline(radon)
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Histogram of radon Normal Q-Q Plot
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From both plots we see that the data are positive and right skewed with a few large
observations. Therefore a log-transformation is applied:

logRadon <- log(radon)
hist(logRadon)
qqnorm(logRadon, ylab = "Sample quantiles", xlab = "Normal quantiles")

gqqline(logRadon)
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As we had expected the log-transformed data seem to be closer to a normal distri-
bution.

We can now calculate the mean and 95% confidence interval for the log-transformed
data. However, we are perhaps not interested in the mean of the log-radon levels,
then we have to back-transform the estimated mean and confidence interval using
exp(x). When we take the exponential of the estimated mean, then this is no longer
a mean but a median on the original pCi/L scale. This gives a good interpretation,
as medians are useful when the distributions are not symmeric.
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## A confidence interval and t-test
t.test(logRadon, conf.level=0.95)

One Sample t-test

data: logRadon
t =7.8, df = 19, p-value = 2e-07
alternative hypothesis: true mean is not equal to O
95 percent confidence interval:
0.7054 1.2234
sample estimates:
mean of x
0.9644

## Back transform to original scale, now we get the median!
exp(0.9644)

[1] 2.623

## And the confidence interval on the original scale
exp(c(0.7054, 1.2234))

[1] 2.025 3.399
From the R code we see that the mean log-radon level is 0.96 (95% CI: 0.71 to 1.22).

On the original scale the estimated median radon level is 2.6 pCi/L (95% CI: 2.0 to
3.4).

ll Theorem 3.44 Transformations and quantiles

In general, the data transformations discussed in this section will preserve
the quantiles of the data. Or more precisely, if f is a data transformation
function (an increasing function), then

The pth quantile of f(Y) = f(The pth quantile of Y). (3-42)

The consequence of this theorem is that confidence limits on one scale trans-
form easily to confidence limits on another scale even though the transforming
function is non-linear.
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3.2 Learning from two-sample quantitative data

In this section the setup, where we can learn about the difference between the
means from two populations, is presented. This is very often a setup encoun-
tered in most fields of science and engineering: compare the quality of two
products, compare the performance of two groups, compare a new drug to a
placebo and so on. One could say, that it should be called a two-population
setup, since it is really two populations (or groups) which are compared by tak-
ing a sample from each, however it is called a two-sample setup (probably it
sounds better to say).

First, the two-sample setup is introduced with an example and then methods
for confidence intervals and tests are presented.

lll Example 3.45 Nutrition study

In a nutrition study the aim is to investigate if there is a difference in the energy
usage for two different types of (moderately physically demanding) work. In the
study, the energy usage of 9 nurses from hospital A and 9 (other) nurses from hos-
pital B have been measured. The measurements are given in the following table in
mega Joule (M]J):

Hospital A Hospital B

7.53 9.21
7.48 11.51
8.08 12.79
8.09 11.85
10.15 9.97
8.40 8.79
10.88 9.69
6.13 9.68
7.90 9.19

Our aim is to assess the difference in energy usage between the two groups of nurses.
If ua and up are the mean energy expenditures for nurses from hospital A and B,
then the estimates are just the sample means

‘ﬁA = Xp = 8.293,
p = Xp = 10.298.

To assess the difference in means, § = pp — pa, we could consider the confidence
interval for 6 = up — pa. Clearly, the estimate for the difference is the difference of
the sample means, § = fig — fia = 2.005.
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The 95% confidence interval is
2.005 £+ 1.412 = [0.59, 3.42],

which spans the mean differences in energy expenditure that we find acceptable
based on the data. Thus we do not accept that the mean difference could be zero.

The interval width, given by 1.41, as we will learn below, comes from a simple com-
putation using the two sample standard deviations, the two sample sizes and a ¢-
quantile.

We can also compute a p-value to measure the evidence against the null hypothesis
that the mean energy expenditures are the same. Thus we consider the following
null hypothesis

Hy: 6 =0.

Since the 95% confidence interval does not cover zero, we already know that the p-
value for this significance test will be less than 0.05. In fact it turns out that the
p-value for this significance test is 0.0083 indicating strong evidence against the
null hypothesis that the mean energy expenditures are the same for the two nurse
groups. We therefore have strong evidence that the mean energy expenditure of
nurses from hospital B is higher than that of nurses from hospital A.

This section describes how to compute the confidence intervals and p-values in such
two-sample setups.

3.2.1 Comparing two independent means - confidence Interval

We assume now that we have a sample xy,...,x, taken at random from one
population with mean p; and variance (712 and another sample vy, ...,y taken
at random from another population with mean y, and variance o3.



Chapter 3 |[||| 3.2 LEARNING FROM TWO-SAMPLE QUANTITATIVE DATA169

lll Method 3.46 The two-sample confidence interval for u; — u»

For two samples x1,...,x, and y, ..., y, the 100(1 — &)% confidence inter-
val for p; — o is given by

2 2

s2 s
X—gtit a2 n_11 + n_zz’ (3-43)

where t1_, /5 is the (1 — a/2)-quantile from the ¢-distribution with v degrees
of freedom given from Equation (3-48)

2 25\ 2
(E+3)
(3 /mp)? + (s3/m3)%" (3-44)

n1—1 1’[2—1

Note how the t-quantile used for the confidence interval is exactly what we
called the critical value above.

lll Example 3.47  Nutrition study

Let us find the 95% confidence interval for up — p 4. Since the relevant t-quantile is,
using v = 15.99,

togys = 2.120,

the confidence interval becomes

10.298 — 8.293 +2.120 - \/ Z%ﬂ n 199&}

which then gives the result as also seen above

0.59, 3.42].

3.2.2 Comparing two independent means - hypothesis test

We describe the setup as having a random sample from each of two different
populations, each described by a mean and a variance:
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e Population 1: has mean y1, and variance o7

e Population 2: has mean i, and variance 03

The interest lies in the comparisons of the means.

ll Method 3.48 The (Welch) two-sample t-test statistic

When considering the null hypothesis about the difference between the
means of two independent samples

6=y — y,

(3-45)
HO 0= (50,
the (Welch) two-sample t-test statistic is
(]1— %) — % (3-46)

fobs = > 5 .
\/sl/nl +s5/n

lll Theorem 3.49 The distribution of the (Welch) two-sample statistic

The (Welch) two-sample statistic seen as a random variable

T— (X1 —X3) — do

= ’ (3-47)
\/S3/m +83/m

approximately, under the null hypothesis, follows a t-distribution with v
degrees of freedom, where

2 2\ 2
s s
(G +32)
1 R
(s3/n1)? + (s3/mp)%’
n1—1 np—1

V= (3-48)

if the two population distributions are normal or if the two sample sizes are
large enough.

We can now, based on this, express the full hypothesis testing procedures for
the two-sample setting;:
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ll Method 3.50 The level « two-sample t-test

1. Compute the test statistic using Equation (3-46) and v from Equa-

tion (3-48)
2 2\2
tobs = (71 — %) — o and v = <n_11+n_22>
obs — (2 2 2 2
5/ m+ 53/ m /m)? | (/)

2. Compute the evidence against the null hypothesis”
Ho: p1—p2 = do,
vs. the alternative hypothesis
Hy: 1 —p2 # bo,
by the
p-value =2 - P(T > |tops|),

where the t-distribution with v degrees of freedom is used

3. If p-value < a: we reject Hy, otherwise we accept H,
or

The rejection/acceptance conclusion can equivalently be based on the
critical value(s) £t;_, /»:
if |tops| > t1_4/2 We reject Hy, otherwise we accept Hy

"We are often interested in the test where 6y = 0

An assumption that often is applied in statistical analyses of various kinds is
that of the underlying variability being of the same size in different groups or
at different conditions. The assumption is rarely crucial for actually carrying
out some good statistics, but it may indeed make the theoretical justification for
what is done more straightforward, and the actual computational procedures
also may become more easily expressed. We will see in later chapters how this
comes in play. Actually, the methods presented above do not make this as-
sumption, which is nice. The fewer assumptions needed the better, obviously.
Assumptions are problematic in the sense, that they may be questioned for par-
ticular applications of the methods.
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However, below we will present a version of the two-sample t-test statistic, that
actually is adapted to such an assumption, namely assuming that the two pop-
ulation variances are the same: 07 = 3. We present it here not because we
really need it, we will use the above in all situations. But the version below
will appear and be used many places and it also bears some nice relations to
later multi-group analysis (Analysis of Variance (ANOVA)) that we will get to

in Chapter 8.

If we believe in the equal variance assumption it is natural to compute a single
joint — called the pooled — estimate of the variance based on the two individual
variances:

lll Method 3.51 The pooled two-sample estimate of variance

Under the assumption that 02 = 03 the pooled estimate of variance is the
weighted average of the two sample variances
2 (1 —1)s2 + (np — 1)s3

= . 3-49
P ny+np—2 ( )

Note that when there is the same number of observations in the two groups,
ny = ny, the pooled variance estimate is simply the average of the two sample
variances. Based on this the so-called pooled two-sample t-test statistic can be
given:

ll Method 3.52 The pooled two-sample t-test statistic

When considering the null hypothesis about the difference between the
means of two independent samples

0= 1 — Yo,
H1— M2 (3-50)
H() 0= (50.
the pooled two-sample t-test statistic is
(51— %) — % (3-51)

tobs = .
\/s%/nl +s%,/n2
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And the following theorem would form the basis for hypothesis test procedures
based on the pooled version:

ll Theorem 3.53 The distribution of the pooled two-sample t-test
statistic

The pooled two-sample statistic seen as a random variable:
(X1 —X5) —d

T = .
\/S%/nl —l—S%/nz

(3-52)

follows, under the null hypothesis and under the assumption that ¢? = 03,

a t-distribution with ny + n; — 2 degrees of freedom if the two population
distributions are normal.

A little consideration will show why choosing the Welch-version as the ap-
proach to always use makes good sense: First of all if s7 = s3 the Welch and the
Pooled test statistics are the same. Only when the two variances become really
different the two test-statistics may differ in any important way, and if this is
the case, we would not tend to favour the pooled version, since the assumption
of equal variances appears questionable then.

Only for cases with a small sample sizes in at least one of the two groups the
pooled approach may provide slightly higher power if you believe in the equal
variance assumption. And for these cases the Welch approach is then a some-
what cautious approach.

lll Example 3.54  Nutrition study

Let us consider the nurses example again, and test the null hypothesis expressing
that the two groups have equal means

HQZ 5:,”14_,”3:0/
versus the alternative
Hy: 6=pa—up #0,

using the most commonly used significance level, « = 0.05. We follow the steps
of Method 3.50: we should first compute the test-statistic t,,s and the degrees of
freedom v. These both come from the basic computations on the data:
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## Load the two samples

xA <- c(7.53, 7.48, 8.08, 8.09, 10.15, 8.4, 10.88, 6.13, 7.9)

xB <- c(9.21, 11.51, 12.79, 11.85, 9.97, 8.79, 9.69, 9.68, 9.19)
## Summary statistics

c(mean(xA), mean(xB))

[1] 8.293 10.298

c(var(xA), var(xB))

[1] 2.039 1.954

c(length(xA), length(xB))

[1]1 9 9
So
. 10.298 — 8.293 — 301,
v/2.0394/9 +1.954/9
and
2.0394 | 195412
v= (%5 2+ o) - = 15.99.
(2.0394/9) (1.954/9)
8 + 8

Or the same done in R by “manual” expression:

## Keep the summary statistics

ms <- c(mean(xA), mean(xB))

vs <- c(var(xA), var(xB))

ns <- c(length(xA), length(xB))

## The observed statistic

t_obs <- (ms[2]-ms[1])/sqrt(vs[1]/ns[1]+vs[2]/ns[2])

## The degrees of freedom

nu <- ((vs[1]/ns[1]+vs[2]/ns[2])"2)/
((vs[1]1/ns[1])~2/(ns[1]1-1)+(vs[2]/ns[2])~2/(ns[2]-1))

## Print the result

t_obs

[1] 3.009

nu

[1] 15.99
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Next step is then to find the p-value
p-value = 2 - P(T > |tops|) = 2P(T > 3.01) = 2-0.00415 = 0.0083,

where we use R to find the probability P(T > 3.01) based on a t-distribution with
v = 15.99 degrees of freedom:

1 - pt(t_obs, df = nu)

[1] 0.004161

To complete the hypothesis test, we compare the p-value with the given a-level, in
this case « = 0.05, and conclude:

Since the p-value < a we reject the null hypothesis, and we have sufficient ev-
idence for concluding: the two nurse groups have on average different energy
usage work levels. We have shown this effect to be statistically significant.

In spite of a pre-defined a-level (whoever gave us that), it is always valuable to
consider at what other a-levels the hypothesis would be rejected /accepted. Or in
different words, interpret the size of the p-value using Table 3.1 and we thus sharpen
the statement a little:

Since the p-value in this case is between 0.001 and 0.01 conclude: there is
a strong evidence against equality of the two population energy usage means
and it is found that the mean is significantly higher on Hospital B compared to
Hospital A.

The last part, that the mean is higher on Hospital B, can be concluded because it is
rejected that they are equal and X > X4 and we can thus add this to the conclusion.

Finally, the t-test computations are actually directly provided by the t . test function
in R, if it is called using two data input vectors:

t.test(xB, xA)
Welch Two Sample t-test

data: xB and xA
t =3, df = 16, p-value = 0.008
alternative hypothesis: true difference in means is not equal to O
95 percent confidence interval:
0.5923 3.4166
sample estimates:
mean of x mean of y
10.298 8.293
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Note, how the default choices of the R-function matches our exposition:

* Default test version: the Welch (not assuming equal variances)
¢ Default a-level: 0.05

® Default “direction version”: the two-sided (or non-directional) alternative hy-
pothesis, see Section 3.1.7 about other alternative hypotheses)

Actually, the final rejection/acceptance conclusion based on the default (or chosen)
a-level is not given by R.

In the t.test results the a-level is used for the given confidence interval for the
mean difference of the two populations, to be interpreted as: we accept that the
true difference in mean energy levels between the two nurse groups is somewhere
between 0.6 and 3.4.

lll Remark 3.55

Often ”degrees of freedom” are integer values, but in fact t-distributions
with non-integer valued degrees of freedom are also well defined. The
v = 15.99 t-distribution (think of the density function) is a distribution in
between the v = 15 and the v = 16 t-distributions. Clearly it will indeed be
very close to the v = 16 one.

We did not in the example above use Step 4. of Method 3.50, which can be
called the critical value approach. In fact this approach is directly linked to
the confidence interval in the sense that one could make a rapid conclusion
regarding rejection or not by looking at the confidence interval and checking
whether the hypothesized value is in the interval or not. This would correspond
to using the critical value approach.

lll Example 3.56  Nutrition study

In the nutrition example above, we can see that 0 is not in the confidence interval so
we would reject the null hypothesis. Let us formally use Step 4 of Method 3.50 to
see how this is exactly the same: the idea is that one can even before the experiment
is carried out find the critical value(s), in this case:

The 5% critical values = +tgg75 = +2.120,

where the quantile is found from the t-distribution with v = 15.99 degrees of free-
dom:
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qt(0.975, df = 15.99)

[1] 2.12

Now we conclude that since the observed t-statistic t,ps = 3.01 is beyond the crit-
ical values (either larger than 2.120 or smaller than —2.120) the null hypothesis is
rejected, and further since it was higher, that y4 — ugp > 0 hence up > p4.

lll Example 3.57 Overlapping confidence intervals?

A commonly encountered way to visualize the results of a two-sample comparison
is to use a barplot of the means together with some measure of uncertainty, either
simply the standard errors of the means or the 95% confidence intervals within each

group:

## The confidence intervals and joining the lower and upper limits

CIA <- t.test(xA)$conf.int

CIB <- t.test(xB)$conf.int

lower <- c(CIA[1], CIB[1])

upper <- c(CIA[2], CIB[2])

## First install the package with: install.packages("gplots")

library(gplots)

barplot2(c(mean(xA) ,mean(xB)), plot.ci=TRUE, ci.l=lower, ci.u=upper,
col = 2:3)

Here care must taken in the interpretation of this plot: it is natural, if your main
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aim is a comparison of the two means, to immediately visually check whether the
shown error bars, in this case the confidence intervals, overlap or not, to make a con-
clusion about group difference. Here they actually just overlap - could be checked
by looking at the actual Cls:

CIA

[1] 7.196 9.391
attr(,"conf.level")
[1] 0.95

CIB

[1] 9.223 11.372
attr(,"conf.level")
[1] 0.95

And the conclusion would (incorrectly) be that the groups are not statistically dif-
ferent. However, remind that we found above that the p-value = 0.008323, so we
concluded that there was strong evidence of a mean difference between the two
nurse groups.

The problem of the “overlapping CI interpretation” illustrated in the example
comes technically from the fact that standard deviations are not additive but
variances are

O(%,-X5) 7 0%, T 0%

_ _ _ _ (3-53)
V(X4 — Xp) = V(X4) + V(Xp).

The latter is what the confidence interval for the mean difference y 4 — pp is using
and what should be used for the proper statistical comparison of the means.
The former is what you implicitly use in the “overlapping CI interpretation
approach”.

The proper standard deviation (sampling error) of the sample mean difference due
to Pythagoras, is smaller than the sum of the two standard errors: assume that
the two standard errors are 3 and 4. The sum is 7, but the squareroot of the
squares is v/32 4 4% = 5. Or more generally

T(X4—%p) <Ox, T 0%y (3-54)

So we can say the following:
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|l Remark 3.58

When interpreting two (and multi-) independent samples mean barplots
with added confidence intervals:

When two ClIs do NOT overlap: The two groups are significantly different

When two CIs DO overlap: We do not know from this what the conclusion
is (but then we can use the presented two-sample test method)

One can consider other types of plots for visualizing (multi)group differences.
We will return to this in Chapter 8 on the multi-group data analysis, the so-
called Analysis of Variance (ANOVA).

3.2.3 The paired design and analysis

|l Example 3.59 Sleeping medicine

In a study the aim is to compare two kinds of sleeping medicine A and B. 10 test
persons tried both kinds of medicine and the following results are obtained, given
in prolonged sleep length (in hours) for each medicine type:

Person A B D=B—-A
1 +0.7 +1.9 +1.2
2 -1.6 +0.8 +2.4
3 0.2 +1.1 +1.3
4 -1.2  +0.1 +1.3
5 -1.0 -0.1 +0.9
6 +3.4 +44 +1.0
7 +3.7 455 +1.8
8 +0.8 +1.6 +0.8
9 0.0 +4.6 +4.6
10 +2.0 +34 +1.4

Note that this is the same experiment as already treated in Example 3.20. We now in
addition see the original measurements for each sleeping medicine rather than just
individual differences given earlier. And we saw that we could obtain the relevant
analysis (p-value and confidence interval) by a simple call to the t.test function
using the 10 differences:
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x1l <- c¢(.7,-1.6,-.2,-1.2,-1,3.4,3.7,.8,0,2)
x2 <- ¢c(1.9,.8,1.1,.1,-.1,4.4,56.5,1.6,4.6,3.4)

dif <- x2 - x1
t.test(dif)
One Sample t-test

data: dif
t =4.7, df =9, p-value = 0.001
alternative hypothesis: true mean is not equal to O
95 percent confidence interval:
0.8613 2.4787
sample estimates:
mean of x
1.67

The example shows that this section actually could be avoided, as the right way
to handle this so-called paired situation is to apply the one-sample theory and
methods from Section 3.1 on the differences

dl' =X — VY fori = 1,2,..,n. (3-55)

Then we can do all relevant statistics based on the mean d and the variance sﬁ
for these differences.

The reason for having an entire section devoted to the paired t-test is that it is
an important topic for experimental work and statistical analysis. The paired
design for experiments represents an important generic principle for doing ex-
periments as opposed to the un-paired/independent samples design, and these
important basic experimental principles will be important also for multi-group
experiments and data, that we will encounter later in the material.
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lll Example 3.60 Sleeping medicine

And similarly in R, they have prepared way to do the paired analysis directly on the
two-sample data:

t.test(x2, x1, paired = TRUE)
Paired t-test

data: x2 and x1
t =4.7, df = 9, p-value = 0.001
alternative hypothesis: true difference in means is not equal to O
95 percent confidence interval:
0.8613 2.4787
sample estimates:
mean of the differences
1.67

Paired vs. completely randomized experiments

An experiment like the one exemplified here where two treatments are investi-
gated can essentially be performed in two different ways:

Completely Randomized (independent samples) 20 patients are used and com-
pletely at random allocated to one of the two treatments (but usually mak-
ing sure to have 10 patients in each group). So: different persons in the
different groups.

Paired (dependent samples) 10 patients are used, and each of them tests both
of the treatments. Usually this will involve some time in between treat-
ments to make sure that it becomes meaningful, and also one would typ-
ically make sure that some patients do A before B and others B before A.
(and doing this allocation at random). So: the same persons in the differ-
ent groups.

Generally, one would expect that whatever the experiment is about and which
observational units are involved (persons, patients, animals) the outcome will
be affected by the properties of each individual — the unit. In the example,
some persons will react positively to both treatments because they generally
are more prone to react to sleeping medicins. Others will not respond as much



Chapter 3 |||| 3.2 LEARNING FROM TWO-SAMPLE QUANTITATIVE DATA182

to sleeping medicin. And these differences, the person-to-person variability,
will give a high variance for the Welch independent samples t-test used for
the independent samples case. So generally, one would often prefer to carry
out a paired experiment, where the generic individual variability will not blur
the signal — one can say that in a paired experiment, each individual serves as
his/her own control — the effect of the two treatments are estimated for each
individual. We illustrate this by analysing the example data wrongly, as if they
were the results of a completely randomized experiment on 20 patients:

lll Example 3.61 Sleeping medicine - WRONG analysis

What happens when applying the wrong analysis:

t.test(xl, x2)

Welch Two Sample t-test

data: x1 and x2
t =-1.9, df = 18, p-value = 0.07
alternative hypothesis: true difference in means is not equal to O
95 percent confidence interval:

-3.4854 0.1454
sample estimates:
mean of x mean of y

0.66 2.33

Note how the p-value here is around 0.07 as opposed to the 0.001 from the proper
paired analysis. Also the confidence interval is much wider. Had we done the ex-
periment with 20 patients and gotten the results here, then we would not be able
to detect the difference between the two medicines. What happened is that the in-
dividual variabilities seen in each of the two groups now, incorrectly so, is being
used for the statistical analysis and these are much larger than the variability of the
differences:
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var (x1)

[1] 3.452

var (x2)

[1] 4.009

var (x1-x2)

[1] 1.278

3.2.4 Validation of assumptions with normality investigations

For normality investigations in two-sample settings we use the tools given for
one-sample data, presented in Section 3.1.8. For the paired setting, the investi-
gation would be carried out for the differences. For the independent case the
investigation is carried out within each of the two groups.
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3.3 Planning a study: wanted precision and power

Experiments and observational studies are always better when they are care-
tully planned. Good planning covers many features of the study. The obser-
vations must be sampled appropriately from the population, reliable measure-
ments must be made and the study must be "big enough" to be able to detect
an effect of interest. And if the study becomes too big, effects of little practical
interest may become statistically significant, and (some of) the money invested
in the study will be wasted. Sample size is important for economic reasons: an
oversized study uses more resourses than necessary, this could be both finan-
cial but also ethical if subjecting objects to potentially harmful treatments, an
undersized study can be wasted if it is not able to produce reliable results.

Sample size is very important to consider before a study is carried out.

3.3.1 Sample Size for wanted precision

One way of calculating the required sample size is to work back from the wanted
precision. From (3-9) we see that the confidence interval is symmetric around
% and the half width of the confidence interval (also called the margin of error
(ME)) is given as

v
v
Here t;_, 5 is the (1 — a/2) quantile from the ¢-distribution with n — 1 degrees

of freedom. This quantile depends on both « and the sample size n, which is
what we want to find.

ME =t_,» (3-56)

The sample size now affects both n and t;_, /5, but if we have a large sample
(e.g. n > 30) then we can use the normal approximation and replace t;_, /5 by
the quantile from the normal distribution z1_, /5.

In the expression for ME in Equation (3-56) we also need ¢, the standard devi-
ation. An estimate of the standard deviation would usually only be available
after the sample has been taken. Instead we use a guess for ¢ possibly based on
a pilot study or from the literature, or we could use a scenario based choice (i.e.
set 0 to some value which we think is reasonable).

For a given choice of ME it is now possible to isolate n in Equation (3-56) (with
the normal quantile inserted instead of the t-quantile):
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lll Method 3.62  The one-sample Cl sample size formula

When ¢ is known or guessed at some value, we can calculate the sample
size n needed to achieve a given margin of error, ME, with probability 1 — «
as

= (520 o

lll Example 3.63 Student heights

In Example 3.1 we inferred using a sample of heights of 10 students and found the
sample mean height to be ¥ = 178 and standard deviation s = 12.21. We can now
calculate how many students we should include in a new study, if we want a margin
of error of 3 cm with confidence 95%. Using the standard deviation from the pilot
study with 10 students as our guess we can plug into Method 3.62

L (196-1221
B 3

2
> = 63.64.

These calculations show that we should include 64 students, the nearest integer to
63.64.

The formula and approach here has the weakness that it only gives an “ex-
pected” behaviour of a coming experiment - at first reading this may seem good
enough, but if you think about it, it means that approximately half of the times
the actual width will be smaller and the other half, it will be larger than ex-
pected. If the uncertainty variability is not too large it might not be a big prob-
lem, but nothing in the approach helps us to know whether it is good enough
— we cannot guarantee a minimum accuracy with a certain probability. A more
advanced approach, that will help us control more precisely that a future exper-
iment/study will meet our needs, is presented now.

3.3.2 Sample size and statistical power

Another way of calculating the necessary sample size is to use the power of the
study. The statistical power of a study is the probability of correctly rejecting Hy if Hy
is false. The relations between Type I error, Type II error and the power are seen
in the table below.
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Figure 3.2: The mean i is the mean under Hy and y; the mean under H;. When
p1 increases (i.e. moving away from ) so does the power (the yellow area on
the graph).

Reject Hy Fail to reject Hy
Hy is true Type I error («) Correct acceptance of H
Hy is false | Correct rejection of Hy (Power) Type Il error (B)

The power has to do with the Type I error j, the probability of wrongly accept-
ing Hy, when Hy actually is false. We would like to have high power (low g), but
it is clear that this will be impossible for all possible situations: it will depend
on the scenario for the potential mean — small potential effects will be difficult
to detect (low power), whereas large potential effects will be easier to detect
(higher power), as illustrated in Figure 3.2. In the left plot we have the mean
under Hy (yp) close to the mean under the alternative hypothesis (y1) making
it difficult to distinguish between the two and the power becomes low. In the
right plot po and yq are further apart and the statistical power is much higher.

The power approach to calculating the sample size first of all involves specify-
ing the null hypothesis Hy. Then the following four elements must be speci-
fied /chosen:

¢ The significance level « of the test (in R: sig.level)

¢ A difference in the mean that you would want to detect, effect size (in R:
delta)

e The standard deviation ¢ (in R: sd)

¢ The wanted power (1 — B) (in R: power)

When these values have been decided, it is possible to calculate the necessary
sample size, 1. In the one-sided,one-sample t-test there is an approximate closed
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form for n and this is also the case in some other simple situations. R offers
easy to use functions for this not based on the approximate normal distribution
assumption, but using the more proper t-distributions. In more complicated
settings even it is possible to do some simulations to find the required sample
size.

lll Method 3.64 The one-sample sample size formula
For the one-sample t-test for given a, f and o
Z1-gt+2z1— 2
n:(alﬁ 1a/2) ,
(Ho — 1)

where o — 1 is the difference in means that we would want to detect and
Z1-p, Z1—q,2 are quantiles of the standard normal distribution.

lll Example 3.65 Sample size as function of power

The following figure shows how the sample size increases with increasing power
using the formula in 3.64. Here we have chosen ¢ = 1 and « = 0.05. Delta is

Ho — H1-

50—
—— Delta=0.5
40 Delta = 075
— Delta=1
)
N
B 30
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Power
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I Example 3.66 Student heights

If we return to the example with student heights 3.1, we might want to collect data
for a new study to test the hypothesis about the mean height

Hy : p =180
Against the alternative
Hy:pu #180

This is the first step in the power approach. The following four elements then are:

Set the significance level a equal to 5%

Specify that we want to be able to detect a difference of 4 cm

We will use the standard deviation 12.21 from the study with 10 subjects as
our guess for o

* We want a power of 80%

Using the formula in 3.64 we get

2
n= (12.21 . 0841—&> = 73.05.

So we would need to include 74 students.
We could also use the R function for power and sample size based on the ¢-
distributions:

power.t.test(power=0.8, delta=4, sd=12.21, sig.level=0.05,
type="one.sample")

One-sample t test power calculation

n = 75.08
delta = 4
sd = 12.21
sig.level = 0.05
power = 0.8

alternative = two.sided

From the calculations in R avoiding the normal approximation the required sample
size is 76 students, very close to the number calculated by hand using the approxi-
mation above.

In fact the R-function is really nice in the way that it could also be used to find the
power for a given sample size, e.g. n = 50 (given all the other aspects):
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power.t.test(n=50, delta=4, sd=12.21, sig.level=0.05,
type="one.sample")

One-sample t test power calculation

n = 50
delta = 4
sd = 12.21

sig.level = 0.05
power = 0.6221
alternative = two.sided

This would only give the power 0.62 usually considered too low for a relevant effect
size.

And finally the R-function can tell us what effect size that could be detected by, say,
n = 50, and a power of 0.80:

power.t.test(n=50, power=0.80, sd=12.21, sig.level=0.05,
type="one.sample")

One-sample t test power calculation

n = 50
delta = 4.935
sd = 12.21
sig.level = 0.05
power = 0.8

alternative = two.sided

So with n = 50 only an effect size as big as 4.9 would be detectable with probability
0.80.

To summarize: if we know /define 4 out the 5 values: «a, 1 — B, effect size, o and
n, we can find the 5'th. And to repeat, in the R-function these values are called
sig.level, power, delta, sd and n.

In the practical planning of a study, often a number of scenario-based values of
effect size and o are used to find a reasonable size of the study.
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3.3.3 Power/Sample size in two-sample setup

For power and sample size one can generalize the tools presented for the one-
sample setup in the previous section. We illustrate it here by an example of how
to work with the inbuilt R-function:

lll Example 3.67 Two-sample power and sample size computations
inR
We consider the two-sample hypothesis test

Ho @ p1 = 2,

Hy i # p2

## Finding the power of detecting a group difference of 2
## with sigma=1 for n=10
power.t.test(n=10, delta=2, sd=1, sig.level=0.05)

Two-sample t test power calculation

n =10
delta = 2
sd =1

sig.level = 0.05
power = 0.9882
alternative = two.sided

NOTE: n is number in *each* group
## Finding the sample size for detecting a group difference of 2
## with sigma=1 and power=0.9

power.t.test(power=0.90, delta=2, sd=1, sig.level=0.05)

Two-sample t test power calculation

n = 6.387
delta = 2
sd =1
sig.level = 0.05
power = 0.9

alternative = two.sided

NOTE: n is number in *each* group
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## Finding the detectable effect size (delta)
## with sigma=1, n=10 and power=0.9
power.t.test(power=0.90, n=10, sd=1, sig.level=0.05)

Two-sample t test power calculation

n = 10
delta = 1.534
sd =1
sig.level = 0.05
power = 0.9

alternative = two.sided
NOTE: n is number in *each* group
Note how the two-sample t-test is the default choice of the R-function. Previously,

when we used the same function for the one-sample tests, we used the options
type="one.sample".
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3.4 Exercises

lll Exercise 3.1 Concrete items

A construction company receives concrete items for a construction. The length
of the items are assumed reasonably normally distributed. The following re-
quirements for the length of the elements are made

p = 3000 mm.

The company samples 9 items from a delevery which are then measured for
control. The following measurements (in mm) are found:

3003 3005 2997 3006 2999 2998 3007 3005 3001

a) Compute the following three statistics: the sample mean, the sample stan-
dard deviation and the standard error of the mean, and what are the in-
terpretations of these statistics?

b) In a construction process, 5 concrete items are joined together to a single
construction with a length which is then the complete length of the 5 con-
crete items. It is very important that the length of this new construction
is within 15 m plus/minus 1 cm. How often will it happen that such a
construction will be more than 1 cm away from the 15 m target (assume
that the population mean concrete item length is 4 = 3000 mm and that
the population standard deviation is o = 3)?

¢) Find the 95% confidence interval for the mean .

d) Find the 99% confidence interval for y. Compare with the 95% one from
above and explain why it is smaller/larger!
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e) Find the 95% confidence intervals for the variance ¢? and the standard
deviation o.

f) Find the 99% confidence intervals for the variance ¢? and the standard
deviation o.

lll Exercise 3.2 Aluminum profile

The length of an aluminum profile is checked by taking a sample of 16 items
whose length is measured. The measurement results from this sample are listed
below, all measurements are in mm:

180.02 | 180.00 | 180.01 | 179.97 | 179.92 | 180.05 | 179.94 | 180.10
180.24 | 180.12 | 180.13 | 180.22 | 179.96 | 180.10 | 179.96 | 180.06

From data is obtained: ¥ = 180.05 and s = 0.0959.

It can be assumed that the sample comes from a population which is normal
distributed.

a) A 90%-confidence interval for y becomes?

b) A 99%-confidence interval for ¢ becomes?

Il Exercise 3.3 Concrete items (hypothesis testing)

This is a continuation of Exercise 1, so the same setting and data is used (read
the initial text of it).

a) To investigate whether the requirement to the mean is fulfilled (with a =
5%), the following hypothesis should be tested
Hp : p = 3000
Hi : p # 3000.

Or similarly asked: what is the evidence against the null hypothesis?
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b) What would the level & = 0.01 critical values be for this test, and what are
the interpretation of these?

¢) What would the level &« = 0.05 critical values be for this test (compare also
with the values found in the previous question)?

d) Investigate, by som plots, whether the data here appears to be coming
from a normal distribution (as assumed until now)?

e) Assuming that you, maybe among different plots, also did the normal q-q
plot above, the question is now: What exactly is plotted in that plot? Or
more specifically: what are the x- and y-coordinates of e.g. the two points
to the lower left in this plot?

lll Exercise 3.4 Aluminium profile (hypothesis testing)
We use the same setting and data as in Exercise 2, so read the initial text of it.

a) Find the evidence against the following hypothesis:

Hy : u = 180.

b) If the following hypothesis test is carried out

Ho : u = 180,
Hi : 1 # 180.

What are the level & = 1% critical values for this test?
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c) What is the 99%-confidence interval for u?

d) Carry out the following hypothesis test

Hp : 1 = 180,
Hy @ p # 180,
using & = 5%.
lll Exercise 3.5 Transport times

A company, MM, selling items online wants to compare the transport times for
two transport firms for delivery of the goods. To compare the two companies
recordings of delivery times on a specific route were made, with a sample size
of n =9 for each firm. The following data were found:

Firm A: j4 =193 dand sy = 0.45d,
Firm B: jp = 1.49 d and sp = 0.58 d.

note that d is the SI unit for days. It is assumed that data can be regarded as
stemming from normal distributions.

a) We want to test the following hypothesis

Hp:pua = ug
Hi:pa # s

What is the p-value, interpretation and conclusion for this test (at & = 5%
level)?

b) Find the 95% confidence interval for the mean difference p14 — pp.
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c) What is the power of a study with n = 9 observations in each of the two
samples of detecting a potential mean difference of 0.4 between the firms

(assume that ¢ = 0.5 and that we use « = 0.05)?

d) What effect size (mean difference) could be detected with n = 9 observa-
tions in each of the two samples with a power of 0.8 (assume that c = 0.5

and that we use & = 0.05)?

e) How large a sample size (from each firm) would be needed in a new inves-
tigation, if we want to detect a potential mean difference of 0.4 between the
firms with probability 0.90, that is with power=0.90 (assume that ¢ = 0.5

and that we use &« = 0.05)?

Il Exercise 3.6 Cholesterol

In a clinical trial of a cholesterol-lowering agent, 15 patients’ cholesterol (in
mmol /L) has been measured before treatment and 3 weeks after starting treat-

ment. Data are listed in the following table:

Patient | 1 2 3 4 5 6 7 8 11 12 13 14 15
Before | 91 80 77 100 96 79 9.0 71 82 92 73 85 95
After 82 64 66 85 80 58 78 72 67 98 71 77 60 66 84

The following is run in R:

x1l <- ¢(9.1, 8.0, 7.7, 10.0, 9.6, 7.9, 9.0, 7.1, 8.3,

9.6, 8.2, 9.2, 7.3, 8.5, 9.5)

x2 <- c(8.2, 6.4, 6.6, 8.5, 8.0, 5.8, 7.8, 7.2, 6.7,

9.8, 7.1, 7.7, 6.0, 6.6, 8.4)
t.test(xl, x2)

Welch Two Sample t-test

data: x1 and x2
t =3.3, df = 27, p-value = 0.003

alternative hypothesis: true difference in means is not equal to O



Chapter 3 ||| 3.4 EXERCISES 197

95 percent confidence interval:
0.4637 1.9630
sample estimates:
mean of x mean of y
8.600 7.387

t.test(x1l, x2, pair=TRUE)

Paired t-test

data: x1 and x2
t =7.3, df = 14, p-value = 0.000004
alternative hypothesis: true difference in means is not equal to O
95 percent confidence interval:
0.8588 1.5678
sample estimates:
mean of the differences
1.213

a) Can there, based on these data be demonstrated a significant decrease in
cholesterol levels with a« = 0.001?

lll Exercise 3.7 Pulse

13 runners had their pulse measured at the end of a workout and 1 minute after
again and we got the following pulse measurements:

Runner 1 2 3 4 5 6 7 8 9 10 1 12 13
Pulseend | 173 175 174 183 181 180 170 182 188 178 181 183 185
Pulse Imin | 120 115 122 123 125 140 108 133 134 121 130 126 128

The following was run in R:

Pulse_end <- c(173,175,174,183,181,180,170,182,188,178,181,183,185)
Pulse_1min <- c(120,115,122,123,125,140,108,133,134,121,130,126,128)
mean (Pulse_end)

[1] 179.5

mean (Pulse_1min)



Chapter 3 |||| 3.4 EXERCISES

[1] 125

sd(Pulse_end)

[1] 5.19

sd(Pulse_1min)

[1] 8.406

sd (Pulse_end-Pulse_1min)

[1] 5.768

198

a) What is the 99% confidence interval for the mean pulse drop (meaning the
drop during 1 minute from end of workout)?

b) Consider now the 13 pulse end measurements (first row in the table).
What is the 95% confidence interval for the standard deviation of these?

lll Exercise 3.8

Foil production

In the production of a certain foil (film), the foil is controlled by measuring the
thickness of the foil in a number of points distributed over the width of the foil.
The production is considered stable if the mean of the difference between the
maximum and minimum measurements does not exceed 0.35 mm. At a given

day, the following random samples are observed for 10 foils:

Foil

1 2 3 4 5

6 7

8 9 10

Max. in mm (Ymax)
Min. in mm (Ymin)

262 271 218 225 272
214 239 186 192 2.33

234 263
200 225

1.86 2.84 293
1.50 227 2.37

Max-Min (D)

048 032 032 033 0.39

034 0.38

036 0.57 0.56

The following statistics may potentially be used

Ymax = 2.508, ¥min = 2.103, sy, = 0.3373, s, . = 0.2834, sp = 0.09664.
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a) What is a 95% confidence interval for the mean difference?

b) How much evidence is there that the mean difference is different from
0.35? State the null hypothesis, t-statistic and p-value for this question.

|l Exercise 3.9 Course project

At a specific education it was decided to introduce a project, running through
the course period, as a part of the grade point evaluation. In order to assess
whether it has changed the percentage of students passing the course, the fol-

lowing data was collected:

Before introduction | After introduction
of project of project
Number of students evaluated 50 24
Number of students failed 13 3
Average grade point ¥ 6.420 7.375
Sample standard deviation s 2.205 1.813

a) As it is assumed that the grades are approximately normally distributed
in each group, the following hypothesis is tested:

HO * UBefore = M Afters
Hj : pBefore #* U After-

The test statistic, the p-value and the conclusion for this test become?

b) A 99% confidence interval for the mean grade point difference is?

c) A 95% confidence interval for the grade point standard deviation after the
introduction of the project becomes?
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ll Exercise 3.10 Concrete items (sample size)

This is a continuation of Exercise 1, so the same setting and data is used (read
the initial text of it).

a) A study is planned of a new supplier. It is expected that the standard
deviation will be approximately 3, that is, ¢ = 3 mm. We want a 90%
confidence interval for the mean value in this new study to have a width
of 2 mm. How many items should be sampled to achieve this?

b) Answer the sample size question above but requiring the 99% confidence
interval to have the (same) width of 2 mm.

¢) (Warning: This is a difficult question about a challenging abstraction - do
not worry, if you do not make this one) For the two sample sizes found
in the two previous questions find the probability that the correspond-
ing confidence interval in the future study will actually be more than 10%
wider than planned for (still assuming and using that the population vari-
ance is 02 = 9).

d) Now a new experiment is to be planned. In the first part above, given
some wanted margin of error (ME) a sample size of n = 25 was found.
What are each of the probabilities that an experiment with n = 25 will de-
tect effects corresponding to (“end up significant for”) y; = 3001, 3002, 3003
respectively? Assume that we use the typical « = 0.05 level and that
oc=3?

e) One of the sample size computation above led to n = 60 (it is not so im-
portant how /why). Answer the same question as above using n = 60.
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f) What sample size would be needed to achieve a power of 0.80 for an effect
of size 0.5?

g) Assume that you only have the finances to do an experiment with n = 50.
How large a difference would you be able to detect with probability 0.8
(i.e. Power= 0.80)?
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lll Chapter 4

Simulation Based Statistics

4.1 Probability and Simulation

4.1.1 Introduction

One of the really big gains for statistics and modeling of random phenomena,
provided by computer technology during the last decades, is the ability to sim-
ulate random systems on the computer, as we have already seen much in use
in Chapter 2. This provides possibilities to obtain results that otherwise from a
mathematical analytical point of view would be impossible to calculate. And,
even in cases where the highly educated mathematician/physicist might be able
to find solutions, simulation is a general and simple calculation tool allowing
solving complex problems without a need for deep theoretical insight.

An important reason for including this subject in an introductory statistics course,
apart from using it as a pedagogical tool to aide the understanding of random
phenomena, is the fact that the methods we are usually introducing in basic
statistics are characterized by relying on one of two conditions:

1. The original data population density is assumed to be a normal distribu-
tion

2. Or: The sample size n is large enough to make this assumption irrelevant
for what we do

And in real settings it may be challenging to know for sure whether any of these
two are really satisfied, so to what extend can we trust the statistical conclusions
that we make using our basic tools, as e.g. the one- and two-sample statistical
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methods presented in Chapter 3. And how should we do the basic statistical
analysis if we even become convinced that none of these two conditions are ful-
tilled? Statistical data analysis based on simulation tools is a valuable tool to
complete the tool box of introductory statistics. It can be used to do statistical
computing for other features than just means, and for other population distri-
butions than the normal. It can also be used to investigate whether some of our
assumptions appear reasonable. We already saw an example of this in relation
to the qg-plots in Chapter 3.1.9.

In fact, it will become clear that the simulation tools presented here will make
us rapidly able to perform statistical analysis that goes way beyond what histor-
ically has been introduced in basic statistics classes or textbooks. Unfortunately,
the complexity of real life engineering applications and data analysis challenges
can easily go beyond the settings that we have time to cover within an intro-
ductory exposition. With the general simulation tool in our tool box, we have
a multitool that can be used for (and adapted to) basically almost any level of
complexity that we will meet in our future engineering activity.

The classical statistical practice would be to try to ensure that the data we're
analyzing behaves like a normal distribution: symmetric and bell-shaped his-
togram. In Chapter 3 we also learned that we can make a normal g-q plot to
verify this assumption in practice, and possibly transform the data to get them
closer to being normal. The problem with small samples is that it even with
these diagnostic tools can be difficult to know whether the underlying distribu-
tion really is “normal” or not.

And in some cases the assumption of normality after all simply may be obvi-
uosly wrong. For example, when the response scale we work with is far from
being quantitative and continuous - it could be a scale like “small”, “medium”
and “large” - coded as 1, 2 and 3. We need tools that can do statistical analy-
sis for us WITHOUT the assumption that the normal distribution is the right
model for the data we observe and work with.

Traditionally, the missing link would be covered by the so-called non-parametric
tests. In short this is a collection of methods that make use of data at a more
coarse level, typically by focusing on the rank of the observations instead of the
actual values of the observations. So in a paired t-test setup, for example, one
would just count how many times the observations in one sample is bigger than
in the other — instead of calculating the differences. In that way you can make
statistical tests without using the assumption of an underlying normal distribu-
tion. There are a large number of such non-parametric tests for different setups.
Historically, before the computer age, it was the only way to really handle such
situations in practice. These tests are all characterized by the fact that they are
given by relatively simple computational formulas which in earlier times easily
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could be handled. For small sample statistics with questionable distributional
settings, these tools maintain to offer a robust set of basic statistical procedures.

The simulation based methods that we now present instead have a couple of
crucial advantages to the traditional non-parametric methods:

¢ Confidence intervals are much easier to achieve
¢ They are much easier to apply in more complex situations

¢ They scale better to modern time big data analysis

4.1.2 Simulation as a general computational tool

Basically, the strength of the simulation tool is that one can compute arbitrary
functions of random variables and their outcomes. In other words one can find
probabilities of complicated outcomes. As such, simulation is really not a statis-
tical tool, but rather a probability calculus tool. However, since statistics essen-
tially is about analysing and learning from real data in the light of certain proba-
bilities, the simulation tool indeed becomes of statistical importance, which we
will exemplify very specifically below. Before starting with exemplifying the
power of simulation as a general computational tool, we refer to the introduc-
tion to simulation in Chapter 2 — in particular read first Section 2.6, Example
2.15 and thereafter Section 2.6.

lll Example 4.1 Rectangular plates

A company produces rectangular plates. The length of plates (in meters), X is as-
sumed to follow a normal distribution N(2,0.01%) and the width of the plates (in
meters), Y are assumed to follow a normal distribution N(3,0.022). We're hence
dealing with plates of size 2 x 3 meters, but with errors in both length and width.
Assume that these errors are completely independent. We are interested in the area
of the plates which of course is given by A = XY. This is a non-linear function of X
and Y, and actually it means that we, with the theoretical tools we presented so far
in the material, cannot figure out what the mean area really is, and not at all what
the standard deviation would be in the areas from plate to plate, and we would defi-
nitely not know how to calculate the probabilities of various possible outcomes. For
example, how often such plates have an area that differ by more than 0.1 m? from
the targeted 6 m?? One statement summarizing all our lack of knowledge at this
point: we do not know the probability distribution of the random variable A and
we do not know how to find it! With simulation, it is straightforward: one can find
all relevant information about A by just simulating the X and Y a high number of
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times, and from this compute A just as many times, and then observe what happens
to the values of A. The first step is then given by:

k <- 10000

X <- rnorm(k, 2, 0.01)
Y <- rnorm(k, 3, 0.02)
A <- X*Y

The R object A now contains 10.000 observations of A. The expected value and the
standard deviation for A are simply found by calculating the average and standard
deviation for the simulated A-values:

mean (A)

[1] 6

sd(A)

[1] 0.04957

and the desired probability, P(|]A — 6] > 0.1) =1 —P(5.9 < A < 6.1) is found by
counting how often the incident actually occurs among the k outcomes of A:

mean (abs(A-6)>0.1)

[1] 0.0439

The code abs(A-6)>0.1 creates a vector with values TRUE or FALSE depending on
whether the absolute value of A — 6 is greater than 0.1 or not. When you add (sum)
these the TRUE is automatically translated into 1 and FALSE automatically set to 0, by
which the desired count is available, and divided by the total number of simulations
k by mean ().

Note, that if you do this yourself without using the same seed value you will not
get exactly the same result. It is clear that this simulation uncertainty is something
we must deal with in practice. The size of this will depend on the situation and
on the number of simulations k. We can always get a first idea of it in a specific
situation simply by repeating the calculation a few times and note how it varies.
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Indeed, one could then formalize such an investigation and repeat the simulation
many times, to get an evaluation of the simulation uncertainty. We will not pursue
this further here. When the target of the computation is in fact a probability, as in the
latter example here, you can alternatively use standard binomial statistics, which is
covered in Chapter 2 and Chapter 7. For example, with k = 100000 the uncertainty

for a calculated proportion of around 0.044 is given by: W = 0.00065. Or
for example, with k = 10000000 the uncertainty is 0.000065. The result using such
a k was 0.0455 and because we’re a bit unlucky with the rounding position we can
in practice say that the exact result rounded to 3 decimal places are either 0.045 or
0.046. In this way, a calculation which is actually based on simulation is turned into

an exact one in the sense that rounded to 2 decimal places, the result is simply 0.05.

4.1.3 Propagation of error

Within chemistry and physics one may speak of measurement errors and how
measurement errors propagate/accumulate if we have more measurements and/or
use these measurements in subsequent formulas/calculations. First of all: The
basic way to “measure an error”, that is, to quantify a measurement error is by
means of a standard deviation. As we know, the standard deviation expresses
the average deviation from the mean. It is clear it may happen that a measur-
ing instrument also on average measures wrongly (off the target). This is called
“bias”, but in the basic setting here, we assume that the instrument has no bias.

Hence, reformulated, an error propagation problem is a question about how
the standard deviation of some function of the measurements depends on the
standard deviations for the individual measurement: let X, ..., X;, be n mea-
surements with standard deviations (average measurement errors) oy, ..., 0y.
As usual in this material, we assume that these measurement errors are inde-
pendent of each other. There are extensions of the formulas that can handle

dependencies, but we omit those here. We must then in a general formulation
be able to find

i) = VU (X1, X)), (4-1)
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ll Remark 4.2  For the thoughtful reader: Measurement errors, er-
rors and variances

Although we motivate this entire treatment by the measurement error termi-
nology, often used in chemistry and physics, actually everything is valid
for any kind of errors, be it “time-to-time” production errors, or “substance-
to-substance” or “tube-to-tube” errors. What the relevant kind of er-
rors/variabilities are depends on the situation and may very well be mixed
together in applications. But, the point is that as long as we have a relevant
error variance, we can work with the concepts and tools here. It does not
have to have a “pure measurement error” interpretation.

Actually, we have already in this course seen the linear error propagation rule,
in Theorem in 2.56, which then can be restated here as

n

n
2 2.2
Iff(X1,..., Xn) = ) aiX;, then oFy y) =) aior.
i=1 i=1
There is a more general non-linear extension of this, albeit theoretically only an
approximate result, which involves the partial derivative of the function f with
respect to the n variables:

lll Method 4.3 The non-linear approximative error propagation rule

If Xi,...,X, are independent random variables with variances (712, .. ,(7721

and f is a (potentially non-linear) function of n variables, then the variance
of the f-transformed variables can be approximated linearly by

n af 2
2 . 9] 2 i
TF (X Xn) = Z (axi) iy (4-2)

i=1

where % is the partial derivative of f with respect to the i’th variable
1

In practice one would have to insert the actual measurement values x, ..., x;
of X3,..., Xy in the partial derivatives to apply the formula in practice, see the
example below. This is a pretty powerful tool for the general finding of (ap-
proximate) uncertainties for complicated functions of many measurements or
for that matter: complex combinations of various statistical quantities. When
the formula is used for the latter, it is also in some contexts called the “delta
rule” (which is mathematically speaking a so-called first-order (linear) Taylor
approximations to the non-linear function f). We bring it forward here, because
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as an alternative to this approximate formula one could use simulation in the
following way:

lll Method 4.4 Non-linear error propagation by simulation

Assume we have actual measurements xq, ..., x,;, with known/assumed er-

ror variances (712, e, (7,21:

1. Simulate k outcomes of all # measurements from assumed error distri-
butions, e.g. N(x,-,aiz): Xl.(]),j =1...,k

2. Calculate the standard deviation directly as the observed standard de-
viation of the k simulated values of f:

im 1 K r
S;(Xl,...,Xn) “A\r_1 Z:Zl(f] — )% (4-3)
where
= R ), (4-4)
lll Example 4.5

Let us continue the example with A = XY and X and Y defined as in the example
above. First of all note, that we already above used the simulation based error prop-
agation method, when we found the standard deviation to be 0.04957 based on the
simulation. To exemplify the approximate error propagation rule, we must find the
derivatives of the function f(x,y) = xy with respect to both x and y

of _, 9 _

ax Y ay_x'

Assume, that we now have two specific measurements of X and Y, for example
X = 2.00 m and y = 3.00 m the error propagation law would provide the following
approximate calculation of the “uncertainty error variance of the area result” 2.00 m -
3.00 m = 6.00 m?, namely

0% = y*-0.01% + x? - 0.022 = 3.00 - 0.01% + 2.00” - 0.02% = 0.0025.

So, with the error propagation law we are managing a part of the challenge without
simulating. Actually, we are pretty close to be able to find the correct theortical
variance of A = XY using tools provided in this course. By the definition and the
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following fundamental relationship
V(X) = E(X —E(X))* = E(X?) — E(X)”. (4-5)

So, one can actually deduce the variance of A theoretically, it is only necessary
to know in addition that for independent random variables: E(XY) = E(X)E(Y)
(which by the way then also tells us that E(A) = E(X) E(Y) = 6)

V(XY) = E[(XY)?] — E(XY)?
= E(X?)E(Y?) —E(X)?E(Y)?
= [V(X) + E(X)?] [V(Y) +E(Y)?] — E(X)*E(Y)?
= V(X)V(Y) + V(X)E(Y)? + V(Y)E(X)?
= 0.012-0.02% +0.01% - 32 4-0.02 - 22
= 0.00000004 + 0.0009 + 0.0016
= 0.00250004.

Note, how the approximate error propagation rule actually corresponds to the two
latter terms in the correct variance, while the first term — the product of the two
variances is ignored. Fortunately, this term is the smallest of the three in this case. It
does not always have to be like that. If you want to learn how to make a theoretical
derivation of the density function for A = XY then take a course in probability
calculation.

Note, how we in the example actually found the “average error”, that is, the
error standard deviation by three different approaches:

1. The simulation based approach

2. The analytical, but approximate, error propagation method

3. A theoretical derivation
The simulation approach has a number of crucial advantages:

1. It offers a simple way to compute many other quantities than just the stan-
dard deviation (the theoretical derivations of such other quantities could
be much more complicated than what was shown for the variance here)

2. It offers a simple way to use any other distribution than the normal - if we
believe such better reflect reality

3. It does not rely on any linear approximations of the true non-linear rela-
tions
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4.2 The parametric bootstrap

4.2.1 Introduction

Generally, a confidence interval for an unknown parameter u is a way to ex-
press uncertainty using the sampling distribution of fi = X. Hence, we use a
distribution that expresses how our calculated value would vary from sample
to sample. And the sampling distribution is a theoretical consequence of the
original population distribution. As indicated, we have so far no method to do
this if we only have a small sample size (n < 30), and the data cannot be as-
sumed to follow a normal distribution. In principle there are two approaches
for solving this problem:

1. Find/identify/assume a different and more suitable distribution for the
population (“the system”)

2. Do not assume any distribution whatsoever

The simulation method called bootstrapping, which in practice is to simulate
many samples, exists in two versions that can handle either of these two chal-
lenges:

1. Parametric bootstrap: simulate multiple samples from the assumed distri-
bution.

2. Non-parametric bootstrap: simulate multiple samples directly from the
data.

Actually, the parametric bootstrap handles in addition the situation where data
could perhaps be normally distributed, but where the calculation of interest is
quite different than the average, for example, the coefficient of variation (stan-
dard deviation divided by average) or the median. This would be an example
of a non-linear function of data — thus not having a normal distribution nor a ¢-
distribution as a sampling distribution. So, the parametric bootstrap is basically
just an example of the use of simulation as a general calculation tool, as intro-
duced above. Both methods are hence very general and can be used in virtually
all contexts.

In this material we have met a few of such alternative continuous distributions,
e.g. the log-normal, uniform and exponential distributions. But if we think
about it, we have not (yet) been taught how to do any statistics (confidence
intervals and/or hypothesis testing) within an assumption of any of these. The
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parametric bootstrap is a way to do this without relying on theoretical deriva-
tions of everything. As for the theoretical variance deduction above, there are
indeed methods for doing such general theoretical derivations, which would
make us able to do statistics based on any kind of assumed distribution. The
most welknown, and in many ways also optimal, overall approach for this is
called maximum likelihood theory. The general theory and approach of maxi-
mum likelihood is not covered in this course, however it is good to know that,
in fact, all the methods we present are indeed also maximum likelihood meth-
ods assuming normal distributions for the population(s).

4.2.2 One-sample confidence interval for u

lll Example 4.6 Confidence interval for the exponential rate or mean

Assume that we observed the following 10 call waiting times (in seconds) in a call
center

32.6, 1.6, 42.1, 29.2, 53.4, 79.3, 2.3, 4.7, 13.6, 2.0.

If we model the waiting times using the exponential distribution, we can estimate
the mean as

f =X = 26.08,
and hence the rate parameter A = 1/ in the exponential distribution as (cf. 2.48)
A =1/26.08 = 0.03834356.

However, what if we want a 95% confidence interval for either y = f or A? We
have not been tought the methods, that is, given any formulas for finding this. The
following few lines of R-code, a version of the simulation based error propagation
approach from above, will do the job for us:
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## Read the data

x <- c(32.6, 1.6, 42.1, 29.2, 53.4, 79.3, 2.3 , 4.7, 13.6, 2.0)
n <- length(x)

## Set the number of simulations

k <- 100000

## 1. Stmulate 10 exponentials with the right mean k times
set.seed(9876)

simsamples <- replicate(k, rexp(10,1/26.08))

## 2. Compute the mean of the 10 simulated observations k times
simmeans <- apply(simsamples, 2, mean)

## 3. Find the two relevant quantiles of the k simulated means
quantile(simmeans, c(0.025, 0.975))

2.5% 97.5%
12.59 44.63

Explanation: replicate is a function that repeats the call to rexp(10,1/26.08), in
this case 100000 times and the results are collected in a 10 x 100.000 matrix. Then
in a single call the 100.000 averages are calculated and subsequently the relevant
quantiles found.

So the 95%-confidence interval for the mean y is (in seconds)

[12.6, 44.6)].

And for the rate A = 1/ it can be found by a direct transformation (remember that
the quantiles are “invariant’ to monotonic transformations, c.f. Chapter 3)

[1/44.6, 1/12.6] < [0.022, 0.0794].

The simulated sampling distribution of means that we use for our statistical analysis
can be seen with the histogram:
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hist(simmeans, col="blue", nclass=30, cex.main=0.8)

Histogram of simmeans
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We see clearly that the sampling distribution in this case is not a normal nor a t-
distribution: it has a clear right skewed shape. So n = 10 is not quite large enough
for this exponential distribution to make the Central Limit Theorem take over.

The general method which we have used in the example above is given below
as Method 4.7.

4.2.3 One-sample confidence interval for any feature assuming
any distribution

We saw in the example above that we could easily find a confidence interval for
the rate A = 1/u assuming an exponential distribution. This was so, since the
rate was a simple (monotonic) transformation of the mean, and the quantiles
of simulated rates would then be the same simple transformation of the quan-
tiles of the simulated means. However, what if we are interested in something
not expressed as a simple function of the mean, for instance the median, the
coefficent of variation, the quartiles, Q; or Qs, the IQR=Q3 — Q; or any other
quantile? Well, a very small adaptation of the method above would make that
possible for us. To express that we now cover any kind of statistic one could
think of, we use the general notation, the greek letter 6, for a general feature
of the distribution. For instance, 6 could be the true median of the population
distribution, and then f is the sample median computed from the sample taken.
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lll Method 4.7 Confidence interval for any feature 6 by parametric
bootstrap

Assume we have actual observations xi, ..., x,; and assume that they stem
from some probability distribution with density (pdf) f:

1. Simulate k samples of n observations from the assumed distribution f
where the mean is set to x “

2. Calculate the statistic 0 in each of the k samples 0%, ..., é;:

3. Find the 100(a/2)% and 100(1 — «/2)% quantiles for these,
‘ﬁoo(a /2)% and qTOO(l_a /2)% a8 the 100(1 — «)% confidence interval:

[qTOO(a/Z)%’ ‘71‘00(1—“/2)%]

*(Footnote: And otherwise chosen to match the data as good as possible: some distributions
have more than just a single mean related parameter, e.g. the normal or the log-normal. For these
one should use a distribution with a variance that matches the sample variance of the data. Even
more generally the approach would be to match the chosen distribution to the data by the so-called
maximum likelihood approach)

Please note again, that you can simply substitute the 6 with whatever statistics
that you are working with. This then also shows that the method box includes
the often occuring situation, where a confidence interval for the mean y is the
aim.

lll Example 4.8 Confidence interval for the median assuming an ex-
ponential distribution

Let us look at the exponential data from the previous section and find the confidence
interval for the median:
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x <- c(32.6, 1.6, 42.1, 29.2, 53.4, 79.3, 2.3 , 4.7, 13.6, 2.0)
n <- length(x)

k <- 100000

simsamples <- replicate(k, rexp(n,1/26.08))
simmedians <- apply(simsamples, 2, median)
quantile(simmedians, c¢(0.025, 0.975))

2.5% 97.5%
7.038 38.465

The simulated sampling distribution of medians that we use for our statistical anal-
ysis can be studied by the histogram:

hist(simmedians, col="blue", nclass=30, cex.main=0.8)

Histogram of simmedians
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We see again clearly that the sampling distribution in this case is not a normal nor a
t-distribution: it has a clear right skewed shape.
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lll Example 4.9 Confidence interval for Q; assuming a normal distri-
bution

Let us look at the heights data from the previous chapters and find the 99% confi-
dence interval for the upper quartile: (Please note that you will find NO theory nor
analytically expressed method boxes in the material to solve this challenge). There
is one litte extra challenge for us here, since with as well the mean as the median
there were directly applicable R-functions to do these sample computations for us,
namely the R-functions mean and median. The upper quartile Q3 does not as such
have its own R-function but it comes as part of the result of e.g. the summary function
or the quantile function. However, in one little line of R-code, we could make such
a Q3-function ourselves, e.g. by:

Q3 <- function(x){ quantile(x, 0.75) %}

And now it goes exactly as before:

## load in the data
x <- c(168, 161, 167, 179, 184, 166, 198, 187, 191, 179)
n <- length(x)
## Set the number of simulations:
k <- 100000
## 1. Stmulate k samples of n=10 normals with the right mean and variance:
set.seed(9876)
simsamples <- replicate(k, rnorm(n, mean(x), sd(x)))
## 2. Compute the (3 of the n=10 simulated observations k times:
simQ3 <- apply(simsamples, 2, Q3)
## 3. Find the two relevant quantiles of the k simulated medians:
quantile(simQ3, c(0.005, 0.995))

0.5% 99.5%
172.8 198.0

The simulated sampling distribution of upper quartiles that we use for our statistical
analysis can be studied by the histogram:
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hist(simQ3, col="blue", cex.main=0.8)
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In this case the Q3 of n = 10 samples of a normal distribution appear to be rather
symmetric and nicely distributed, so maybe one could in fact use the normal distri-
bution, also as an approximate sampling distribution in this case.

4.2.4 Two-sample confidence intervals assuming any distributions

In this section we extend what we learned in the two previous sections to the
case where the focus is a comparison between two (independent) samples. We
present a method box which is the natural extensions of the method box from
above, comparing any kind of feature (hence including the mean comparison):
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lll Method 4.10 Two-sample confidence interval for any feature com-
parison 6; — 6, by parametric bootstrap

Assume we have actual observations xi,...,x, and y,...,y, and assume
that they stem from some probability distributions with density f; and f;:

1. Simulate k sets of 2 samples of 17 and n, observations from the as-
sumed distributions setting the means to /i; = % and /i, = ¥, respec-
tively “

2. Calculate the difference between the features in each of the k samples

1= Oy O — O

3. Find the 100(a/2)% and 100(1 — «/2)% quantiles for these,

‘ﬁoo(a /2)% and ‘ﬁoo(lw /2)% S the 100(1 — «)% confidence interval

[qiﬁoo(a/z)%' qikoo(l—a/z)%]

#(Footnote: And otherwise chosen to match the data as good as possible: some distributions
have more than just a single mean related parameter, e.g. the normal or the log-normal. For these
one should use a distribution with a variance that matches the sample variance of the data. Even
more generally the approach would be to match the chosen distribution to the data by the so-called
maximum likelihood approach)

lll Example 4.11  ClI for the difference of two means from exponential

distributed data

Let us look at the exponential data from the previous section and compare that with

a second sample of n = 12 observations from another day at the call center

9.6, 22.2, 52.5, 12.6, 33.0, 15.2, 76.6, 36.3, 110.2, 18.0, 62.4, 10.3.

Let us quantify the difference between the two days and conclude whether the call

rates and /or means are any different on the two days:
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## Read the data

x <- c(32.6, 1.6, 42.1, 29.2, 53.4, 79.3, 2.3 , 4.7, 13.6, 2.0)

y <- c(9.6, 22.2, 52.5, 12.6, 33.0, 15.2, 76.6, 36.3, 110.2, 18.0,
62.4, 10.3)

nl <- length(x)

n2 <- length(y)

## Set the number of simulations

k <- 100000

## 1. Stmulate k samples of each n1=10 and n2=12 exponentials

## with the right means

simXsamples <- replicate(k, rexp(nl,1/mean(x)))

simYsamples <- replicate(k, rexp(n2,1/mean(y)))

## 2. Compute the difference between the simulated means k times
simDifmeans <- apply(simXsamples,2,mean) - apply(simYsamples,2,mean)
## 3. Find the two relevant quantiles of the k simulated differences
## in sample means

quantile(simDifmeans, c(0.025, 0.975), cex.main=0.8)

2.5% 97.5%
-40.74 14.12

Thus, although the mean waiting time was higher on the second day (7 = 38.24 s),
the range of acceptable values (the confidence interval) for the difference in means
is [—40.7, 14.1] - a pretty large range and including 0, so we have no evidence of the
claim that the two days had different mean waiting times (nor call rates then) based
on the current data.

Let us, as in previous examples take a look at the distribution of the simulated sam-
ples. In a way, we do not really need this for doing the analysis, but just out of
curiosity, and for the future it may give a idea of how far from normality the rele-
vant sampling distribution really is:
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hist(simDifmeans, col="blue", nclass=25, cex.main=0.8)
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In this case the differences of means of exponential distributions appears to be rather
symmetric and nicely distributed, so maybe one could in fact use the normal distri-
bution, also as an approximate sampling distribution in this case.

lll Example 4.12  Nutrition study: comparing medians assuming nor-
mal distributions

Let us compare the median energy levels from the two-sample nutrition data from
Example 3.45. And let us do this still assuming the normal distribution as we also
assumed in the previous example. First we read in the data:

xA <- c(7.53, 7.48, 8.08, 8.09, 10.15, 8.4, 10.88, 6.13, 7.9)
xB <- c¢(9.21, 11.51, 12.79, 11.85, 9.97, 8.79, 9.69, 9.68, 9.19)
nA <- length(xA)

nB <- length(xB)

Then we do the two-sample median comparison by the parametric, normal based,
bootstrap:
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k <- 100000

simAsamples <- replicate(k, rnorm(nA, mean(xA), sd(xA)))
simBsamples <- replicate(k, rnorm(nB, mean(xB), sd(xB)))

simDifmedians <- apply(simAsamples, 2, median) - apply(simBsamples, 2, median)
quantile(simDifmedians, c(0.025, 0.975))

2.5% 97.5%
-3.6014 -0.3981

Thus, we accept that the difference between the two medians is somewhere between
0.4 and 3.6, and confirming the group difference that we also found in the means, as
the 0 is not included in the interval.

Note, how the only differences in the R code compared to the previous bootstrap-
ping example: the calls to the rexp-function into calls to the rnorm-function and
subsituting mean with median.

|l Remark 4.13  Hypothesis testing by simulation based confidence
intervals

We have also seen that even though the simulation method boxes given are
providing confidence intervals: we can also use this for hypothesis testing,
by using the basic relation between hypothesis testing and confidence in-
tervals. A confidence interval includes the “acceptable” values, and values
outside the confidence interval are the ‘rejectable’ values.
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4.3 The non-parametric bootstrap

4.3.1 Introduction

In the introduction to the parametric bootstrap section above it was discussed
that another approach instead of finding the "right” distribution to use is to not
assume any distribution at all. This can be done, and a way to do this simula-
tion based is called the non-parametric bootstrap and is presented in this section.
The section is structured as the parametric bootstrap section above — includ-
ing the similar subsections and similar method boxes. So there will be two
method boxes in this section: one for the one-sample analysis and one for the
two-sample analysis.

In fact, the non-parametric approach could be seen as the parametric approach
but substituting the density/distribution used for the simulation by the ob-
served distribution of the data, that is, the empirical cumulative distribution
function (ecdf), cf. Chapter 1. In practice this is carried out by (re)-sampling the
data we have again and again: To get the sampling distribution of the mean (or
any other feature) based on the n observations that we have in our given sam-
ple, we simply again and again take new samples with 1 observations from the
one we have. This is done “with replacement” such that the "new” samples,
from now on called the bootstrap samples would contain some of the original
observations in duplicates (or more) and others will not be there.

4.3.2 One-sample confidence interval for u

We have the sample: xq, ..., x;.

The 100(1 — «)% confidence interval for u determined by the non-parametric
bootstrap is first exemplified:



Chapter 4 |||| 4.3 THE NON-PARAMETRIC BOOTSTRAP 223

ll Example 4.14 Women’s cigarette consumption

In a study women'’s cigarette consumption before and after giving birth is explored.
The following observations of the number of smoked cigarettes per day were ob-

served:

before | after || before | after
8 5 13 15
24 11 15 19
7 0 11 12
20 15 22 0
6 0 15 6
20 20

This is a typical paired t-test setup, as discussed in Section 3.2.3, which then was
handled by finding the 11 differences and thus transforming it into a one-sample
setup. First we read the observations into R and calculate the differences by:

## Read and calculate the differences for each woman before and after

xl <- c(8, 24, 7, 20, 6, 20,
x2 <- c(5, 11, 0, 15, 0, 20,
dif <- x1-x2

dif

[1] 313 7 5 6 0 -2 -4

13, 15, 11, 22, 15)
15, 19, 12, 0, 6)
-122 9

There is a random-sampling function in R (which again is based on a uniform ran-
dom number generator): sample. Eg. you can get 5 repeated samples (with replace-

ment - replace=TRUE) by:
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t(replicate(5, sample(dif, replace=TRUE)))

(,11 [,21 [,3] [,4] [,8] L[,e] [,71 [,8] [,9] [,10]

[1,1] 13
[2,] 3
[3,] 6
[4,] 0
5,1 -1

[,11]
[1,] -1
[2,] 9
[3,] 7
(4,1 -1
(5,] 9

Explanation: replicate is a function that repeats the call to sample - in this case 5
times. The function t simply transposes the matrix of numbers, making it 5 x 11

instead of 11 x 5 (only used for showing the figures row-wise in slightly fewer lines
than otherwise necessary)

One can then run the following to get a 95% confidence interval for y based on

k = 100000:

## Number of simulated samples

k <- 100000
## Simulate

simsamples <- replicate(k, sample(dif, replace=TRUE))
## Calculate the mean of each simulated sample

-4
3
13
3
-2

3
22

-2
-2

-1
9
0
7

-1

simmeans <- apply(simsamples, 2, mean)
## Quantiles of the differences gives the CI
quantile(simmeans, c(0.025,0.975))

2.5% 97.5%
1.364 9.818

Explanation: The sample function is called 100.000 times and the results collected in
an 11 x 100.000 matrix. Then in a single call the 100.000 averages are calculated and
subsequently the relevant quantiles found.

Note, that we use the similar three steps as above for the parametric bootstrap, with
the only difference that the simulations are carried out by the resampling the given

-1
6
-4
9
6

data rather than from some probability distribution.

22
0
0

13

22

22
7
22
-2
0

224
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4.3.3 One-sample confidence interval for any feature

What we have just done can be more generally expressed as follows:

ll Method 4.15 Confidence interval for any feature 6 by non-
parametric bootstrap

Assume we have actual observations x1, ..., x,:

1. Simulate k samples of size n by randomly sampling among the avail-
able data (with replacement)

2. Calculate the statistic § in each of the k samples 6}, .. ., 0

3. Find the 100(a/2)% and 100(1 — «/2)% quantiles for these,
Troo(as2)% A9 Gigo(1—as2)% S the 100(1 — a)% confidence interval:

[qiﬁoo(a/z)%' qTOO(lfuc/Z)%]

lll Example 4.16

Let us find the 95% confidence interval for the median cigarette consumption change
in the example from above:

k <- 100000

simsamples <- replicate(k, sample(dif, replace = TRUE))
simmedians <- apply(simsamples, 2, median)
quantile(simmedians, c¢(0.025,0.975))

2.5% 97.5%
-1 9

4.3.4 Two-sample confidence intervals

We now have two random samples: x1, ..., x,, and y1,...,Yn,- The 100(1 — a)%
confidence interval for §; — 6, determined by the non-parametric bootstrap is
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defined as:

lll Method 4.17 Two-sample confidence interval for ; — 0, by non-
parametric bootstrap

Assume we have actual observations xy,...,x, and y1,...,yx:

1. Simulate k sets of 2 samples of 11 and 1, observations from the respec-
tive groups (with replacement)

2. Calculate the difference between the features in each of the k samples
0% — 0y1, - 05 — O

3. Find the 100(a/2)% and 100(1 — «/2)% quantiles for these,
Troo(as2)% A9 Gig0(1—as2)% S the 100(1 — «)% confidence interval:

[qTOO(lx/Z)Wo’ qikoo(1—a/2)%]

lll Example 4.18 Teeth and bottle

In a study it was explored whether children who received milk from bottle as a child
had worse or better teeth health conditions than those who had not received milk
from the bottle. For 19 randomly selected children it was recorded when they had
their first incident of caries:

bottle | age || bottle | age || bottle | Age
no 9 no 10 yes 16
yes 14 no 8 yes 14
yes 15 no 6 yes 9
no 10 yes 12 no 12
no 12 yes | 13 yes 12
no 6 no 20
yes 19 yes 13

One can then run the following to obtain a 95 % confidence interval for 1 — p» based
on k = 100000:
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## Reading in "no bottle"” group

x <- c(9, 10, 12, 6, 10, 8, 6, 20, 12)
## Reading in "yes bottle" group

y <- c(14,15,19,12,13,13,16,14,9,12)

## Number of simulations

k <- 100000

## Simulate each sample k times

simxsamples <- replicate(k, sample(x, replace=TRUE))

simysamples <- replicate(k, sample(y, replace=TRUE))

## Calculate the sample mean differences

simmeandifs <- apply(simxsamples,2,mean) - apply(simysamples,2,mean)
## Quantiles of the differences gives the CI

quantile(simmeandifs, c(0.025,0.975))

2.5%  97.5%
-6.2111 -0.1222

Il Example 4.19

Let us make a 99% confidence interval for the difference of medians between the
two groups in the tooth health example:

## CI for the median differences
simmediandifs <- apply(simxsamples,2,median)-apply(simysamples,2,median)
quantile(simmediandifs, c(0.005,0.995))

0.5% 99.5%
-8 0
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lll Remark 4.20 Warning: Bootstrapping may not always work well
for small sample sizes!

The bootstrapping idea was presented here rather enthusiastically as an al-
most magic method that can do everything for us in all cases. This is not
the case. Some statistics are more easily bootstrapped than others and gen-
erally non-parametric bootstrap will not work well for small samples. The
inherent lack of information with small samples cannot be removed by any
magic trick. Also, there are more conceptually difficult aspects of bootstrap-
ping for various purposes to improve on some of these limitations, see the
next section. Some of the "naive bootstrap" CI interval examples introduced
in this chapter is likely to not have extremely good properties — the coverage
percentages might not in all cases be exactly at the aimed nominal levels.
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4.4 Bootstrapping — a further perspective

This section is not part of the syllabus, but can be seen as providing some op-
tional perspectives of this very versatile method. First of all there are actually
other principles of constructing the bootstrap confidence intervals than the one
presented here. What we have used is the so-called percentile method. Other
methods to come from the non-parametric bootstrapped samples to a confi-
dence interval are called the bootstrap-t or studentized bootstrap and Bias Cor-
rected Accelerated confidence intervals. These are often considered superior to
the straightforward percentile method presented above.

All of these bootstrap based confidence interval methods are also available in
specific bootstrap functions and packages in R. There are two major bootstrap
packages in R: the boot and the bootstrap packages. The former is the one
recommended by the QuickR-website: (Adv. Stats, Bootstrapping) http://wuw.
statmethods.net/advstats/bootstrapping.html.

The other package called bootstrap includes a function (also) called bootstrap.
To e.g. use this one, first install this package, e.g. by:

install.packages("bootstrap")

lll Example 4.21 Teeth and bottle

Now the calculation can be performed in a single call:

library(bootstrap)
quantile(bootstrap(dif,k,mean)$thetastar, c(0.025,0.975))

2.5% 97.5%
1.364 9.818

These bootstrap packages are advantageous to use when looking for confidence
intervals for more complicated functions of data.


http://www.statmethods.net/advstats/bootstrapping.html
http://www.statmethods.net/advstats/bootstrapping.html
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4.4.1 Non-parametric bootstrapping with the boot-package

Now, we will show how to use the boot-package for more general non-parametric
bootstrapping than described so far. Both the bootstrap and the boot packages
require that the statistics that are bootstrapped in more general situations are
on a specific functional form in R. The nice thing about the bootstrap pack-
age is that it may handle the simple cases without this little extra complica-
tion, whereas the boot package requires this for all applications, also the simple
ones. However, then the boot-package has a number of other good features that
makes it a good choice, and the point is, that for the applications coming now,
the additional complexity would be needed also for the bootstrap package. Let
us begin with a simple example that is already covered by our methods up to
now:

|l Example 4.22 Bootstrapping the mean u by the boot-package

We will use again the women'’s cigarette consumption data:

xl <- ¢(8,24,7,20,6,20,13,15,11,22,15)
x2 <- ¢(5,11,0,15,0,20,15,19,12,0,6)
dif <- x1-x2

Our aim is to find a 95%-confidence interval for the mean difference. The additional
complexity mentioned is that we cannot just use the mean function as it comes, we
need to re-define it on a specific function form, where the indices enters the function:

samplemean <- function(x, d){ mean(x[d]) }

This is a version of the mean function, where we explicitly have to specify which of
the available observations should be used in the computation of the mean. Let us
check the result of that:



Chapter 4 |||| 4.4 BOOTSTRAPPING — A FURTHER PERSPECTIVE 231

## Call the new function
mean (dif)

[1] 5.273

samplemean(dif,1:11)

[1] 5.273

samplemean(dif,c(1,3))

(1] 5

dif

[1] 313 7 5 6 0-2-4-122 9

dif[c(1,3)]

[11 37

mean(dif[c(1,3)])

(11 5

We see that samplemean(dif,c(1,3)) means that we compute the mean of obser-
vation numbers 1 and 3. Now we can use the boot package (to do what we so far
already were able to using methods from previous sections) and firstly we look at
the bootstrap distribution:

## Load the boot package
library (boot)

## Non-parametric bootstrap of the mean difference:
k <- 10000

meandifboot <- boot(dif, samplemean, k)

plot (meandifboot)
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The actual confidence interval corresponding then to Method 4.15 can then be ex-
tracted using the dedicated R-function boot.ci as:

## Percentile bootstrap CI:
boot.ci(meandifboot, type="perc")

BOOTSTRAP CONFIDENCE INTERVAL CALCULATIONS
Based on 10000 bootstrap replicates

CALL :
boot.ci(boot.out = meandifboot, type = "perc")

Intervals :

Level Percentile

95% (1.364, 9.818)

Calculations and Intervals on Original Scale

One of the nice features of the boot-package is that we can now easily get instead the
so-called Bias Corrected and Accelerated (bca) confidence interval simply by writing
type="bca'":
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## Bias Corrected Accelerated CI:
boot.ci(meandifboot, type="bca")

BOOTSTRAP CONFIDENCE INTERVAL CALCULATIONS
Based on 10000 bootstrap replicates

CALL :
boot.ci(boot.out = meandifboot, type = "bca")

Intervals :

Level BCa

95% ( 1.636, 10.364 )

Calculations and Intervals on Original Scale

And now we can apply this bca-method to any case, e.g. bootstrapping the x1 me-
dian:

## Define a function for taking the median in the needed format
samplemedian <- function(x, d) {
return(median(x[d]))
b
## Non-parametric bootstrap of the xl median
b <- boot(x1l,samplemedian,k)
boot.ci(b, type="bca")

BOOTSTRAP CONFIDENCE INTERVAL CALCULATIONS
Based on 10000 bootstrap replicates

CALL :
boot.ci(boot.out = b, type = "bca")

Intervals :

Level BCa

95% (7, 20)

Calculations and Intervals on Original Scale

Or the coefficient of variation for the difference:
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samplecoefvar <- function(x, d) {
return(sd(x[d])/mean(x[d]))
}

b <- boot(dif,samplecoefvar,k)
boot.ci(b, type="bca")

BOOTSTRAP CONFIDENCE INTERVAL CALCULATIONS
Based on 9996 bootstrap replicates

CALL :
boot.ci(boot.out = b, type = "bca")

Intervals :

Level BCa

95% ( 0.811, 5.452 )

Calculations and Intervals on Original Scale

Now we will show how we can work directly on data frames, which in real
applications always will be how we have data available. Also, we will show
how we can bootstrap statistics that depend on more than a single input vari-
able. The first example we will use is that of finding a confidence interval for a
sample correlation coefficient, cf. Chapter 1 and Chapter 5. If you read through
Section 5.6, you will see that no formula is given for this confidence interval.
Actually, this is not so easily found, and only approximate explicit solutions
can be found for this. We illustrate it on some data that we produce(simulate)
ourselves and then store in a data frame:
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lll Example 4.23

## Example with data frame and two wvariables

## Making our own data for the example - into a data frame:
x <- runif(100)

y <- x + 2*runif (100)

D <- data.frame(x, y)

head (D)
X y
1 0.8918 2.151
2 0.1019 1.429
3 0.2696 2.252
4 0.6380 2.045
5 0.3359 2.161
6 0.6389 2.583
plot (D)
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cor (D$x,D$y)

[1] 0.4501

Then we make a version of the correlation function on the right form, where the
entire data frame is taken as the input to the function (together with the index):
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## The correlation function on the right form:
mycor <- function(D, d) {

E <- D[d,]

return(cor (E$x, E3$y))
b

## Check:
mycor (D, 1:100)

[1] 0.4501

mycor (D, 1:15)

[1] 0.563

The E selects the chosen observations from the data frame D, and then in the compu-
tations we use the variables needed from the data frame (think about how this then
can easily be extended to using any number of variables in the data frame). And we
can now do the actual bootstrap:

## Doing the bootstrap on the data frame:
b <- boot(D, mycor, 10000)
boot.ci(b, type="bca")

BOOTSTRAP CONFIDENCE INTERVAL CALCULATIONS
Based on 10000 bootstrap replicates

CALL :
boot.ci(boot.out = b, type = "bca")

Intervals :

Level BCa

95% ( 0.2835, 0.5964 )

Calculations and Intervals on Original Scale

Our last example will show a way to bootstrap output from linear models based
on bootstrapping the entire rows of the data frame. (Other bootstrap principles
exist for linear models, e.g. bootstrapping only residuals).
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lll Example 4.24

We will show how to find the confidence interval for the percentage of explained
variation in a multiple linear regression (MLR - covered in Chapter 6). We use the
data set mtcars from the boot package:

## Bootstrapping an R-Squared from an MLR using
## the data set mtcars from the boot package:
## (And showing how to send EXTRA stuff to your function)

# function to obtain R-Squared from the data
# AND working for ANY model fit you want!!

rsq <- function(formula, data, d) {
fit <- Im(formula, data=datald,])
return(summary (fit) $r.square)

}

## Bootstrapping with 1000 replications
b <- boot(mtcars, rsq, 1000, formula=mpg~wt+disp)

plot(b)
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boot.ci(b, type="bca")

BOOTSTRAP CONFIDENCE INTERVAL CALCULATIONS
Based on 1000 bootstrap replicates

CALL :
boot.ci(boot.out = b, type = "bca")

Intervals :

Level BCa

95% ( 0.6308, 0.8549 )

Calculations and Intervals on Original Scale
Some BCa intervals may be unstable
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4.5 Exercises

Il Exercise 4.1 Reliability: System lifetime (simulation as a computa-
tion tool)

A system consists of three components A, B and C serially connected, such that
A is positioned before B, which is again positioned before C. The system will
be functioning only so long as A, B and C are all functioning. The lifetime in
months of the three components are assumed to follow exponential distribu-
tions with means: 2 months, 3 months and 5 months, respectively (hence there
are three random variables, X4, Xp and X¢ with exponential distributions with
Ag =1/2,Ap = 1/3 and A¢ = 1/5 resp.). A little R-help: You will probably
need (or at least it would help) to put three variables together to make e.g. a
k x 3-matrix — this can be done by the cbind function:

x <- cbind(xA,xB,xC)

And just as an example, remember from the examples in the chapter that the
way to easily compute e.g. the mean of the three values for each of all the k
rows of this matrix is:

simmeans <- apply(x, 1, mean)
a) Generate, by simulation, a large number (at least 1000 — go for 10000 or
100000 if your computer is up for it) of system lifetimes (hint: consider
how the random variable Y = System lifetime is a function of the three

X-variables: is it the sum, the mean, the median, the minimum, the maxi-
mum, the range or something even different?).

b) Estimate the mean system lifetime.

c) Estimate the standard deviation of system lifetimes.
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d) Estimate the probability that the system fails within 1 month.
e) Estimate the median system lifetime
f) Estimate the 10th percentile of system lifetimes

g) What seems to be the distribution of system lifetimes? (histogram etc)

Il Exercise 4.2 Basic bootstrap Cl

(Can be handled without using R) The following measurements were given for
the cylindrical compressive strength (in MPa) for 11 prestressed concrete beams:

38.43,38.43,38.39, 38.83,38.45,38.35, 38.43, 38.31, 38.32, 38.48, 38.50.

1000 bootstrap samples (each sample hence consisting of 11 measurements)

were generated from these data, and the 1000 bootstrap means were arranged

on order. Refer to the smallest as fz‘l), the second smallest as XE‘Z) and so on,

*

(1000)° Assume that

with the largest being x

5) = 38.3818,
1) = 38.3818,
(50 = 38.3909,
(1) = 383918,
%los0) = 385218,
%(o51) = 38.5236,
%lo7s) = 38.5382,
%lor6) = 38.5391.

X
X
X
X
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a) Compute a 95% bootstrap confidence interval for the mean compressive
strength.

b) Compute a 90% bootstrap confidence interval for the mean compressive
strength.

lll Exercise 4.3 Various bootstrap Cls

Consider the data from the exercise above. These data are entered into R as:

x <- c(38.43, 38.43, 38.39, 38.83, 38.45, 38.35,
38.43, 38.31, 38.32, 38.48, 38.50)

Now generate k = 1000 bootstrap samples and compute the 1000 means (go
higher if your computer is fine with it)

a) What are the 2.5%, and 97.5% quantiles (so what is the 95% confidence
interval for p without assuming any distribution)?

b) Find the 95% confidence interval for u by the parametric bootstrap as-
suming the normal distribution for the observations. Compare with the
classical analytic approach based on the t-distribution from Chapter 2.

c) Find the 95% confidence interval for u by the parametric bootstrap as-
suming the log-normal distribution for the observations. (Help: To use
the rlnorm function to simulate the log-normal distribution, we face the
challenge that we need to specify the mean and standard deviation on the
log-scale and not on the raw scale, so compute mean and standard devia-
tion for log-transformed data for this R-function)
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d) Find the 95% confidence interval for the lower quartile Q; by the paramet-
ric bootstrap assuming the normal distribution for the observations.

e) Find the 95% confidence interval for the lower quartile Q; by the non-
parametric bootstrap (so without any distributional assumptions)

lll Exercise 4.4 Two-sample TV data

A TV producer had 20 consumers evaluate the quality of two different TV flat
screens - 10 consumers for each screen. A scale from 1 (worst) up to 5 (best)
were used and the following results were obtained:

TV screen1 | TV screen 2
1 3
2 4
1 2
3 4
2 2
1 3
2 2
3 4
1 3
1 2

a) Compare the two means without assuming any distribution for the two
samples (non-parametric bootstrap confidence interval and relevant hy-
pothesis test interpretation).

b) Compare the two means assuming normal distributions for the two sam-
ples - without using simulations (or rather: assuming/hoping that the
sample sizes are large enough to make the results approximately valid).
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¢) Compare the two means assuming normal distributions for the two sam-
ples - simulation based (parametric bootstrap confidence interval and rel-
evant hypothesis test interpretation — in spite of the obviously wrong as-
sumption).

Il Exercise 4.5 Non-linear error propagation

The pressure P, and the volume V of one mole of an ideal gas are related by
the equation PV = 8.31T, when P is measured in kilopascals, T is measured in
kelvins, and V is measured in liters.

a) Assume that P is measured to be 240.48 kPa and V to be 9.987 L with
known measurement errors (given as standard deviations): 0.03 kPa and
0.002 L. Estimate T and find the uncertainty in the estimate.

b) Assume that P is measured to be 240.48kPa and T to be 289.12K with
known measurement errors (given as standard deviations): 0.03kPa and
0.02K. Estimate V' and find the uncertainty in the estimate.

¢) Assume that V is measured to be 9.987 L and T to be 289.12 K with known
measurement errors (given as standard deviations): 0.002 L and 0.02 K.
Estimate P and find the uncertainty in the estimate.

d) Try to answer one or more of these questions by simulation (assume that
the errors are normally distributed).
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|l Chapter 5

Simple Linear regression

5.1 Linear regression and least squares

In engineering applications we are often faced with the problem of determining
the best model of some outcome given a known input

y=f(x), (5-1)

hence x is the input and the function f is the model. The task is now to find
the best model given the input variables (x) and the outcome (y). The simplest
model, besides just a mean value (covered in Chapters 3 and 4), would be a
model where f is a linear function of x

y = po+ pix. (5-2)

When the outcome y is the result of some experiment, the model will not be
perfect, and we need to add an error term

Y; = Bo+pixi+e, i=1{1,...,n}, (5-3)

where ¢; is a called the error and is a (independent) random variable with ex-
pectation equal zero (i.e. the mean E(g;) = 0) and some variance (V(g;) = 72).
The statistical interpretation of (5-2) is therefore that it expresses the expected
value of the outcome

E(Y;) = Bo + B1xi, (5-4)

also called the model prediction.
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It is of course a very unusual situation that we actually know the values of
Bo and B and we will have to rely on estimates based on some observations
(y1,---,Yn). As usual we express this by putting a “hat” on the parameters

9i = Bo+ Prxi, (5-5)

meaning that we expect or predict ; (in mean or average) under the conditions
given by x;.

Note, if 1 = 0 the model is
Yi:ﬁo—l—ei, = {1,...,n}, (5-6)

which is exactly the mean value model covered in Chapter 3, and the estimate of
the mean of the population, from which the sample (i.e. (y1,...,yx)) was taken,
is then

= po. (5-7)
lll Example 5.1

A car manufacturer wants to find the relation between speed and fuel consumption,
to do so she sets up the following model

Y; = Bo+ Bixi + €, (5-8)

here E(Y;) is the expected fuel consumption at the speed x;. Further, there will be
uncontrollable variations, e.g. due to differences in weather condition, but also non-
linear effects not included in the model might be present. These variations are cap-
tured by the ¢;’s. We see that speed is something we control here, and we then
observe the outcome (here fuel consumption), at different experimental conditions
(speeds).

In this chapter we will deal with estimation and inference of By, B1, and predic-
tion of Y; given x;. At some point we will have realizations (or observations) of
the outcome, in this case we write

yi=PBo+pPixite, i={1,...,n} (5-9)

Now y; is a realization and ¢; is the deviation between the model prediction and
the actual observation: a realization of the error ¢;, it is called a residual. Clearly,
we want the residuals to be small in some sense, the usual choice (and the one
treated in this chapter) is in the Residual Sum of Squares (RSS) sense, i.e. we
want to minimize the residual sum of squares

n

RSS(Bo, 1) = Y & = Y (¥i — (Bo + Brx))? (5-10)
i=1

i=1
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Figure 5.1: Conceptual diagram for the simple linear regression problem.

where we have emphasized that the residual sum of squares is a function of the
parameters (Bo, B1). The parameter estimates (B0, A1) are the values of By and
B1 which minimize RSS. Note, that we use Y; and ¢; rather than the observed
values (y; and ¢;), this is to emphasize that the estimators are random variables,
in actual calculations after the experiments are carried out we will just replace
Y; with y; and ¢; with e;. Figure 5.1 sketches the linear regression problem.

lll Remark 5.2 Estimates and estimators

In (5-10) the RSS is a function of the random variables (Y;), thus making RSS
a random variable. If we replace Y; with the realizations y; then RSS is also
a realization.

In this chapter the result of optimizing RSS with respect to o and B will
be denoted ,30 and Bl- Sometimes ,30 and [31 will be functions of Y; and
sometimes they will be functions of the realizations y;, they are referred to
as:

1. Estimators: before the experiment has been carried out, then By and

B1 are functions of Y; and they are also random variables, and we call
them estimators.

2. Estimates: after the experiment had been carried out, then By and j;
are functions of y; and they are also realizations of random variables,
and we call them estimates.
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lll Remark 5.3 Two types of examples

In this chapter we will use two types of examples, one is labeled “Simula-
tion”, which are simulation studies intended to illustrate the consequences
of theorems and general results. While the other type of examples (not la-
beled “Simulation”), are intended to illustrate the use of the theorems on
pratical examples.

5.2 Parameter estimates and estimators

When ,80 and [31 is a result of minimizing the function in Equation (5-10), we
refer to the estimators as least squares estimators. The least squares estimators are
given in the following theorem:

ll Theorem 5.4 Least squares estimators

The least squares estimators of By and B are given by

1= ?Zl(Yl’ _SY)(xl _ f)’ (5_11)

Bo=Y - pi%, (5-12)

o

where Sy = Y1 4 (x; — x)2.

As we can see above the estimators (31 and j3;) are functions of random vari-
ables (Y; and Y), and thus the estimators are themselves random variables. We
can therefore talk about the expectation, variance and distribution of the esti-
mators. In analyses with data we will of course only see realizations of ¥; and
we just replace Y; and Y with their realizations y; and §. In this case we speak
about estimates of By and B;.

Before we go on with the proof of Theorem 5.4, the application of the theorem
is illustrated in the following example:
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lll Example 5.5 Student height and weight

Consider the student height and weight data presented in Chapter 1,

Heights (x;) | 168 161 167 179 184 166 198 187 191 179
Weights (y;) | 65.5 583 68.1 857 805 634 1026 914 86.7 789

We want to find the best least squares regression line for these points, this is equiv-
alent to calculating the least squares estimates of By and ;.

We start by finding the two sample means

1
%= 15 (1684161 +...+179) =178,

1
7 =15 (655+583+...+789) =78.11.

The value of S,, is calculated by
Syx = (168 —178)% + ... + (179 — 178)? = 1342.

We can now calculate 8; as

P1 = 13,5 ((655—78.11)(168 — 179) + ...+ (79.9 ~ 78.11)(179 — 178)) = 1.1,

and finally, we can calculate B as
Bo =78.11—1.11-178 = —120.

In R the calculation above can be done by:

## Read data
x <- c(168, 161, 167, 179, 184, 166, 198, 187, 191, 179)
y <- c(65.5, 58.3, 68.1, 85.7, 80.5, 63.4, 102.6, 91.4, 86.7, 78.9)

## Calculate averages
xbar <- mean(x)
ybar <- mean(y)

## Parameters estimates

Sxx <- sum((x - xbar)~2)

betalhat <- sum((x - xbar)*(y - ybar)) / Sxx
betaOhat <- ybar - betalhat * xbar

Rather than using “manual” calculations in R, we can use the build in R-function 1m
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D <- data.frame(x=x, y=y)
fitStudents <- Im(y ~ x, data=D)
summary (fitStudents)

Call:
Im(formula = y ~ x, data = D)

Residuals:
Min 1Q Median 3Q Max
-5.876 -1.451 -0.608 2.234 6.477

Coefficients:

Estimate Std. Error t value Pr(>|t])
(Intercept) -119.958 18.897 -6.35  0.00022 **x*
X 1.113 0.106 10.50 0.0000059 s*x*x*

Signif. codes:
0 'x*xx' 0.001 'xx' 0.01 'x' 0.05 '.' 0.1 ' ' 1

Residual standard error: 3.88 on 8 degrees of freedom
Multiple R-squared: 0.932,Adjusted R-squared: 0.924
F-statistic: 110 on 1 and 8 DF, p-value: 0.00000587

As we can see the two calculations give the same results regarding the parameter
estimates. We can also see that the direct calculation in R (1m) gives some more
information. How to interpret and calculate these numbers will be treated in the
following pages.

Before we go on with the analysis of the result from 1m, the proof of Theorem
5.4 is presented:

Il Proof

Of Theorem 5.4: In order to find the minimum of the function RSS we differentiate
the residual sum of squares with respect to the parameters

E);{_ASS ==2Y (yi— (Bo + P1x1)), (5-13)
.30 i=1

now equating with zero we get
n A A
0=-2) (yi— (Bo+prxi))
i=1

= —2ny + 2nBo + 2np1%,

(5-14)
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solving for By gives
po=17-pi%, (5-15)

and by similar calculations we get

IRSS 0 [, A a2
aBl - alél <;(yl (y ﬁlx+,31x1)) )
- 37 (2«% ~9) P —x>>2>
P (5-16)
=-2) ((yi—7) = r(xi = %)) (xi — %)
i=1
=2 [Z%Q/i —9)(xi— %) = pr ;(xi - f)zl :
equating with zero and solving for ; gives
By = Yica (Vi (_ y_)(xi)z— x)
Yig(xi—x ~
Bl D)9 o
Sxx ’

The estimates Bg and B are called least squares estimates, because they minimize
the sum of squared residuals (i.e. RSS). Replacing y; with Y; give the estimators in
the theorem.

When we have obtained parameter estimates in the linear regression model
above, we would like to make quantitative statements about the uncertainty
of the parameters, and in order to design tests we will also need the probabil-
ity distribution of the parameter estimators. The usual assumption is that the
errors are normal random variables

Yi — ﬁo + ,lel —|— 81‘, Where 81' ~ N(O, 02); (5_18)

or in other words the errors are independent identically distributed (i.i.d.) nor-
mal random variables with zero mean and variance ¢>. When random variables
are involved we know that repeating the experiment will result in different val-
ues of the response (Y;), and therefore in different values of the parameter es-
timates. To illustrate this we can make simulation experiments to analyse the
behaviour of the parameter estimates. Recall that the role of simulation exam-
ples are to illustrate probabilistic behaviour of e.g. estimators, not how actual
data is analysed.
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lll Example 5.6 Simulation of parameter estimation

Consider the linear model
Y; =10+3x; +¢;, & ~ N(0,5%) (5-19)

We can make repetitions of this experiment in R

set.seed(124)

n <- 10; k <- 500

beta0 <- 10; betal <- 3; sigma <- 5

x <- seq(-2, 5, length=n)

y <- matrix(0, ncol=k, nrow=n)

y <- y + betal + betal*x + rnorm(nxk, sd=sigma)

The variable y now contains n rows and k columns, representing k experiments, for
each of the experiment we can calculate the parameter estimates:

b0 <- numeric(k); bl <- numeric(k)
for(i in 1:k){
b <- coef(lm(y[ ,i] = x))
bO[i] <- b[1]
b1[i] <- b[2]
}
c(mean(b0), mean(bl))

[1] 9.955 3.008

As we can see the average of the parameter estimates (mean (b0) and mean(b1)) are
very close to the true parameter values (8g = 10 and B; = 3). We can of course
also look at the empirical density (the normalized histogram, see Section 1.6.1) of
the parameter estimates:

Empirical density of j Empirical density of f;
[} [ g ] 1 |
(\! —
< <+ |
(e}
. -
— ] I
= ] > | ]
= = o
2 o g
0 = 0 9~
A < A S
[T'e)
S =
(e} (e}
8 o | J k
S x x x x x \ < { x x x \
4 6 8 10 12 14 16 1 2 3 4 5

b0 bl
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The estimates seem to be rather symmetrically distributed around the true parame-
ter values. It is also clear that there is some variation in the estimates: the estimates
of Bp range from about 4 to about 16 and the estimsates of §; range from about 1 to
5.

Try changing the R code (see the accompanying chapter script):

% What happens to the mean value of the estimates if you change the number
of datapoints (1)?

What happens to the empirical density and the scatter plot of the parameter
estimates if you change:

R ¢ The number of data points (1)?
i * The range of x-values?
e The residual variance (¢2)?

* The values of By and B1?

In the example above we saw that the average of the parameter estimates were
very close to the true values, this is of course a nice property of an estimator.
When this is the case in general, i.e. when E[f;] = B; we say that the estimator
is central. The estimators 3y and B, are in fact central, and we show this in
Section 5.2.1 below.

In order to test hypothesis about y and f; we will also need to give exact state-
ments about the distribution of the parameters. We saw in Example 5.6 above
that the distributions seem to be symmetric around the true values, but we will
need more precise statements about the distributions and their variances. This
important part will be dealt with in the Sections 5.3 and 5.4.

5.2.1 Estimators are central

In the linear regression model we assume that the observed values of Y; can be
split into two parts: the prediction (the part explained by the regression line
(Bo + B1x;)) and the error (a random part (¢;)). As usual we view our estima-
tors as functions of random variables (the ¢;’s), so it makes sense to calculate
the expectation of the estimators. The assumption E(e;) = 0 is central for the
presented arguments, and will be used repeatedly.



Chapter 5 ||| 5.3 VARIANCE OF ESTIMATORS 253

In order to find the expectation of the parameter estimators we rewrite our esti-
mators as functions of the true parameters (8o and 1)

Bl — 2?:1(Yi ;Y) ('xi B f)’ (5_20)

inserting Y; = Bo + B1x; + ¢; and Y = %Z?:l(ﬁo + Bixi+¢€i) = Bo+ P1¥ + &
gives

18‘1 — 2?:1 [(:BO + ﬁlxi + & _S (ﬁo + :317? + é)] (xi — X‘)’ (5_21)

now the sum is divided into a part which depends on ¢; (the random part) and
a part which is independent of ¢;

B = Y Ba(xi — %) X Yie1(ei —8)(x; — %)
o T (5-22)
:ﬁ1+21 1€ (x,—x) €Zi:1(xi—x)
Sxx Six !
now observe that ) ' ;(x; — %) = 0 to get
By = By + Zi=L S(x’ — %) (5-23)
for By we get
Po=7-p*
= % Z(ﬁo + B1xi + &) — (51 4 Lz sé(xi - x)) x
= Bo+ P1%; + % Y &i— (,51 + Li=1 sé(xi — X)) x (>-24)
i=1 xx

= ﬁo+%2si— (Zi_lsgiji_f)) x

Since expectation is a linear operation (see Chapter 2) and the expectation of ¢;
is zero we find that E[g] = Bo and E[1] = B1, and we say that B, 1 are central
estimators.

5.3 Variance of estimators

In order for us to be able to construct confidence intervals for parameter esti-
mates, talk about uncertainty of predictions and test hypothesis, then we will
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need the variance of the parameter estimates as well as an estimator of the error
variance (0?).

Parameter variance and covariance of estimators are given in the following the-
orem:

ll Theorem 5.7  Variance of estimators
The variance and covariance of the estimators in Theorem 5.4 are given by

2 52 2

A oc X0
V{Bo] = — =)
[IBO] n + Sxx 2 (5 5)
A (7'2
ViBil = 5~ (5-26)
XX
)
P xo
Cov|[Bo, B1] = —g (5-27)
XX
where ¢? is usually replaced by its estimate (6%). The central estimator for
o?is
52 _ RSS(Bo, B1)
2 _ -
of=— (5-28)

When the estimate of ¢ is used the variances also become estimates and
we’ll refer to them as ?7/%0 and &/%1'

The variance of 31 is a function of the true error variance (¢2) and Sy,. For most
(all reasonable) choices of the regressors (x), Sxy will be an increasing function
of n, and the variance of 31 will therefore decrease as 1 increases. This expresses
that we will be more certain about the estimates as we increase the number of
points in our sample. The same is true for the variance of g, and the covari-
ance between B, and By. The error variance estimate () is the residual sum of
squares divided by n — 2, the intuitive explanation for the n — 2 (rather than n
or n — 1) is that if we only have two pairs (x;, y;, i.e. n = 2), it will not be possi-
ble to say anything about the variation (the residuals will be zero). Or another
phrasing is that; we have used 2 degrees of freedom to estimate By and ;.

Before we turn to the proof of Theorem 5.7, we will take a look at a couple of
examples.
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lll Example 5.8 (Example 5.5 cont.)

In Example 5.5 we found the parameter estimates

A

Bo = —119.96, P =1.113,
we can now find predicted values of the dependent variable by
9 = —119.96 + 1.114 - x;,

and the values of the residuals

ei =Y — Vi,
and finally the error variance estimate is

2 1 0 2
(% :—10_2261.

In R we can find the results by:

beta0 <- coef(fitStudents) [1]

betal <- coef(fitStudents) [2]

e <- y - (betal0 + betal * x)

n <- length(e)

sigma <- sqrt(sum(e~2) / (n - 2))

sigma.beta0 <- sqrt(sigma~2 * (1 / n + xbar~2 / Sxx))
sigma.betal <- sqrt(sigma~2 / Sxx)

c(sigma, sigma.betal, sigma.betal)

[1] 132.946 645.983 3.629

As usual we use standard deviations rather than variances, this also means that we
can compare with the results from 1m (see Example 5.5). Again we can find our
estimates in the R-output, the parameter standard deviations are given in the second
column of the coefficient matrix and the estimated standard deviation of the error is
called residual standard error.

The simulation example (Example 5.6) can also be extended to check the equa-
tions of Theorem 5.7:
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Il Example 5.9 Simulation

In Example 5.6 we looked at simulation from the model
Y; =10+ 3x; +¢;, & ~ N(0,5%)

In order to calculate the variance estimates we need to calculate ¥ and S,,:

Sxx <- (n-1)*var(x)

c(mean(x), Sxx)

[1] 1.50 49.91

y <- matrix(0, ncol=k, nrow=n)

and we would expect to obtain the variance estimates close to

. 1 1502
_e2( L _
V[Bo] =5 <10 + 49‘91) 3.63

R 52
VIR = 557

= 0.501

With simulations we find:

b0 <- numeric(k); bl <- numeric(k)
sigma <- numeric (k)
for(i in 1:k){

fit <- 1m(y[ ,i] ~ x)

b <- coef(fit)

bO[i] <- b[1]

b1[i] <- b[2]

sigmali] <- summary(fit)$sigma

}

c(var(b0), var(bl), mean(sigma))

[1] 3.7755 0.5427 4.8580

We can see that the simulated values are close to the theoretical values. You are in-
vited to play around with different settings for the simulation, in particular increas-
ing k will increase the accuracy of the estimates of the variances and covariance.

The example above shows how the Theorem 5.7 can be illustrated by simula-
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tion, a formal proof is given by:

Il Proof

Of Theorem 5.7. Using (5-24) we can write the variance of By as

=V|Bo+ % ési - <Z?:1 85<x —~ ’?)> x] , (5-29)

using the definition of the variance (V(X) = E[(X — E[X])?]) and E(¢) = 0 we get

V(Bo)

n

V(o) =V % Y e +V[<Zi:1 Eg(xi — x>> JZ] -
= ( = ’ (5-30)
Yiiqei(x—x ) _
2E ==——")x,
[n l; ( Sxx
now use independence between ¢; and ¢; (i # j) to get
5 o? oY (x— %) x0?
V(fo) = — + Ll 2 ) o L (xi—%)
n (Sxx) Noxx ;5
(5-31)
o?  x20?
R

Finally, the variance of 1 is (again using the definition of variance and indepen-
dence of the ¢’s)

A "ei(x;— X
V(B1) =V|B1+ 2115()
xXx
(- 92V 532
(Sxx)”
_ 7
B Sxx,
and the covariance between the parameters estimates becomes
Cov(Bo, B1) = E[(Bo — Bo) (b1 — p1)]
_ ln . Zzls(xl ) lee(xz—x)
=E (7’1 ;81 Sxx Sxx
- Y g iei isi(x,' - 3?)] - Lz E [i e2(x; — 32)2] (5-33)
1Sy P —— (Sxx) i=1
xo?(nx — nx) T 2
= o xXi— X
nSxx (Sxx)z 1:21( Z )
Xo
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To get an estimate of the residual variance we calculate the expected value of the
residual sum of squares

n

E(RSS) =E|Y_(Y; — (Bo+ p1xi))?|, (5-34)

i=1

inserting Y; = Bo + P1x; + ¢; and rearranging gives

E(RSS) ZE[ (Bo— Bo) — (B1 — P1)xi + )’

n

- {E [(Bo — /30)2} +E[(B1 — B1)?] 22 + E[2] + (5-35)

i=

2E[(ﬁo — Bo)(B1 — B1)] xi — 2E[(Bo — Po)ei] —2E[(B1 — B1)ei] xi},

now observe that E[( 0— ,3) - V[ﬁo] [(Bl ‘31)] — V[.Bl] E(2 2) = ¢2, and
E[(Bo — Bo) (1 — B1)] = Cov

(Bo, B1), and insert By and B in the last two terms

E(RSS) = nV(Bo) + V(B1) ix? +no*+2 iCov (Bo, B1) xi

i=1 i=1
2 - n .
1 1 &i(xj— X q&i(x;—x
22{ {( Z ‘ 2]151(] )51']—1‘3[2]1;(] )gi]xl}
j=1 xx xx
- S
BRSNSV SEANERPY 0 (5-36)
Sxx Sxx :1
oot o (x— 1 g2 J?)
2y (= -2 o
L(G )
now collect terms and observe that )_x; = nx
2 n ) 2y (22 s
E(RSS) — 0'2(11 T 1) 4 i Z(xZZ + X.Z) o zﬂ - 20_2 i 20- Zz:l(xl xzx)
Sxx i=1 Sxx Sxx
2 o ¢ 2 2 .
=0’(n—1)+ — ) (—x7 — ¥+ 2x,%)
xx =1
o2
o?(n—1) — stxx (5-37)
XX
o*(n —2)
and thus a central estimator for ¢? is ¢ RSS
[ ]

Before we continue with parameter distributions and hypothesis testing, the
next example illustrates the behaviour of the parameter variance estimates:
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Il Example 5.10 Simulation

Consider the following model

Y, =1+x;+e, &~ N(0,1), (5-38)

also assume that x; = %, i =1,...,n where n is the number of pairs (x;,y;). We
want to make a simulation experiment for increasing number of pairs, and extract
the parameter variance, parameter covariance and residual variance estimates. In
order to do so we need to extract these numbers from a linear model i R. This can be

done by:

x <- seq(0, 1, length=10)

y <- 1 + x + rnorm(10)

## Fit the model (estimate parameter)
fit <- 1m(y ~ x)

## Print summary of model fit

summary (fit)

Call:
Im(formula = y ~ x)

Residuals:
Min 1Q Median 3Q Max
-0.867 -0.596 0.232 0.374 1.295

Coefficients:

Estimate Std. Error t value Pr(>|t]|)
(Intercept) 0.454 0.434 1.05 0.3256
X 2.521 0.731 3.45 0.0087 **

Signif. codes:
0 '"xx' 0.001 'xx' 0.01 'x' 0.05 '.' 0.1 ' ' 1

Residual standard error: 0.738 on 8 degrees of freedom
Multiple R-squared: 0.598,Adjusted R-squared: 0.548
F-statistic: 11.9 on 1 and 8 DF, p-value: 0.0087

## Restdual standard deviation

sigma <- summary(fit)$sigma

## Estimated standard deviation of parameters
summary (fit) $coefficients[ ,2]

(Intercept) X
0.4336 0.7310
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Now let’s return to the simulation example, the number of independent variables
(x) is increased and we draw the residual from the standard normal distribution, in
this particular case we can find Sy, as a function of n, and compare the expected
values (fix 0> = 1) with the simulation results

sigma.beta <- matrix(nrow=k,ncol=2)
sigma <- numeric(k);
n <- seq(3, k+2)
for(i in 1:k){
x <- seq(0,1,length=n[i])
y <- l+x+rnorm(n[i])
fit <- 1lm(y ~ x)
sigmali] <- summary(fit)$sigma
sigma.betali, ] <- summary(fit)$coefficients[ ,2]

+
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We see that the residual variance converge to the true value with smaller and smaller
variation, while the parameter variances converge to zero. In a plot like this we can
therefore see the gain from obtaining more observations of the model.

Again you are encouraged to change some of the specifications of the simulation set
up and see what happens.

5.4 Distribution and testing of parameters

The regression model is given by
Y; = Po+ Prxi+ ¢, &~ N(0,07), (5-39)

where the estimators of the parameters and their variances are given by The-
orems 5.4 and 5.7. Since the estimators are linear functions of normal random
variables (g;) they will also be normal random variables. To give the full stochas-
tic model we need to use the estimate of the residual variance, and take the
unceartainty of this estimator into account when constructing tests.
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As we already saw in Example 5.6 we cannot expect to get the true value of
the parameter, but there will be some deviations from the true value due to
the stochastic nature of the model/real world application. The purpose of this
section is to give the precise description of the parameter distributions. We aim
at testing hypothesis of the type

Ho;i: Bi = Bo,s (5-40)

against some alternatives. The general remarks on hypothesis testing from
Chapter 3 still apply, but we will go through the specific construction for lin-
ear regression here.

The central estimator of ¢? (Equation (5-28)) is x2-distributed with n — 2 de-
grees of freedom. In order to test the hypothesis in Equation (5-40) we need
the normalized distance to a null hypothesis (i.e the distance from the observed
estimate ,BO,i to the value under the null hypothesis B ;). From Theorem 5.7 the
standard deviations of the parameter estimates are found to

. o2 x202 |1 x2
0'/30 = 74‘ :U\/—+W, (5—41)

Sxx
2 1
I K o 42

under the null hypothesis the normalized (with standard deviations) distance
between the estimators and the true values are both t-distributed with n — 2
degrees of freedom, and hypothesis testing and confidence intervals are based
on this t-distribution:

Il Theorem 5.11  Test statistics

Under the null hypothesis (8p = Boo and 1 = Po1) the statistics

Tg, = ﬁo_ﬁoo (5-43)
0/30

Tp, = Pi—Pox 501 (5-44)
Op,

are t-distributed with n — 2 degrees of freedom, and inference should be
based on this distribution.
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Il Proof

The proof is omitted, but rely on the fact that B; is normally distributed, &éi is x?

distributed, and a normal random variable divided by the square root of a x? dis-
tributed random variable is t-distributed.

In this material we only test two-sided hypothesis. The hypothesis can be con-
cluded using p-values or critical values, in the same way as we saw for hypoth-
esis regarding mean values in Chapter 3 Section 3.1.7.

lll Example 5.12 Example 5.8 cont.

We continue with the data from Examples 5.5 and 5.8, where we found the parame-
ter estimates and the variance estimates. We want to test the hypotheses

HOO : ,BO =0 wvs. H10 : ,BO 7é 0, (5-45)
H01 : ﬁl =1 wvs. H11 : ,31 7'5 1, (5-46)

on confidence level & = 0.05. With reference to Examples 5.5 and 5.8, and Theorem
5.11, we can calculate the f-statistics as

—119.96

tobs,[so = W = —6.35, (5-47)
1.113 -1

tObS,ﬁl - W - 1.07 (5'4:8)

Hyy is rejected if [tops g, | > t1—a/2, and Ho is rejected if |tops p, | > t1-a/2, as usual we
can find the critical values in R by:

qt (0.975,d£=10-2)

[1] 2.306

and we see that with significance level « = 0.05, then Hyy is rejected and Hy; isn’t. If
we prefer p-values rather than critical values, these can be calculated by:

p.v0 <- 2 * (1 - pt(abs(-6.35), df=10-2))
p.vl <- 2 % (1 - pt(abs(1.07), df=10-2))
c(p.v0,p.v1)

[1] 0.0002206 0.3158371
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The p-value for the intercept (Bo) is less than 0.05, while the p-value for B, is greater
than 0.05, hence we conclude that fy # 0, but we cannot reject that f; = 1. The
summary of linear model in R, also give t-statistics and p-values (see Example 5.5).
The test statistic and the p-value for Hy; is different from the one we obtained above.
The reason for this is that summary () tests the default hypothesis Hy; : B; = 0 against
the alternative Hy; : B; # 0. Even though this choice is reasonable in many situations
it does not cover all situations, and we need to calculate p-values from the summary
statistics ourselves if the hypotheses are different from the default ones.

ll Method 5.13  Level « t-tests for parameter

1. Formulate the null hypothesis: Hy; : B;i = Po,, and the alternative hy-
pothesis Hy;: Bi # Bo,i

2. Compute the test statistic tops g, = ’31;—;01
3. Compute the evidence against the null hypothesis
p—Valuei =2 p(T > |t0b5,ﬁi’) (5-49)

4. If p-value; < a reject Hy ;, otherwise accept Hy;

In many situations we will be more interested in quantifying the uncertainty of
the parameter estimates rather than testing a specific hypothesis. This is usually
given in the form of confidence intervals for the parameters:

lll Method 5.14 Parameter confidence intervals

(1 — &) confidence intervals for By and B; are given by

Bo+ti_as2 - 0p,, (5-50)
BrEti_as - Op,, (5-51)

where t1_, 5 is the (1 — «/2)-quantile of a t-distribution with n — 2 degrees
of freedom. Where 05 and 0y, are calculated from the results in Theorem
5.7, and Equations (5-41) and (5-42).
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lll Remark 5.15

We will not show (prove) the results in Method 5.14, but see Remark 3.33.

ll Example 5.16 Example 5.12 cont.

Based on Method 5.14 we immediately find the 95% confidence intervals for the
parameters

Ig, = —119.96 =+ to.o75 - 18.897 = [~163.54, —76.38),
Ig, = 1.113 % to.975 - 0.1059 = [0.869,1.357],

with the degrees of freedom for the t-distribution equal 8, and we say with high
confidence that the intervals contain the true parameter values. Of course R can find
these directly from the result returned by 1m():

confint (fitStudents, level=0.95)

2.5 % 97.5 %
(Intercept) -163.5348 -76.381
X 0.8684 1.357

5.4.1 Confidence and prediction intervals for the line

It is clearly of interest to predict outcomes of future experiments. Here we need
to distinguish between prediction intervals, where we predict the outcome of
one single experiment, and confidence intervals, where we predict the mean
value of future outcomes. In the latter case we only need to account for the
uncertainty in the parameter estimates while in the first case we will also need
to account for the uncertainty of the error (the random part ¢;).

If we conduct a new experiment with x; = xpew the expected outcome is

yAnew = BO + lenew (5'52)

where the only source of variation comes from the variance of the parameter
estimates, and we can calculate the variance of Ypew

V(?new) = V(BO + lenew)

X R . (5-53)
= V(,BO) —+ V(ﬁlxnew) + 2COV(ﬁO, ﬁlxnew)/
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now use the calculation rules for variances and covariances (Section 2.7), and
insert the variances and the covariance from Theorem 5.7

2 252 2,2 25
V(Y/new) = U— + rx + 7 Ynew _ 20 *new
n Sxx Sxx Sxx (5-54)
o (L Loy
n Sxx
to find the variance of a single new point, we are using
Ynew = BO + ,lenew + Enew, (5-55)

and therefore need to add the variance of the residuals (enew is independent
from g and ;)

1 _=\2
V(Ynew) = 02 (1 +o 4+ (xf”sv—x)) . (5-56)
XX

When we construct confidence and prediction intervals we need to account for
the fact that o2 is estimated from data and thus use the t-distribution:

lll Method 5.17 Intervals for the line

The (1-x) confidence interval for the line By + B1Xnew is

A oA 1 (Xpew — X)?
,BO + 51xnew + tluc/ZO-\/_ + M: (5'57)
n Sxx

and the (1-«) prediction interval is

Bo + B1xnew £ tlw/zﬁ\/l + -+ / (5-58)
n Sxx

where t;_, /5 is the (1 — a /2)-quantile of the t-distribution with n — 2 degrees
of freedom.

|l Remark 5.18

We will not show the results in Method 5.17, but use Equations (5-52)-to-
(5-56) and Remark 3.33.

As illustrated in Figure 5.2 the confidence interval width will approach zero
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Figure 5.2: Best linear fit (red line), truth (blue line), 95% prediction interval for
the points (light grey area), 95 % CI for the line (dark grey area), and observed
values (black dots), for simulated data (see Example 5.20).

for an increasing number of data points (1) increase or as Sy, increase (actu-
ally, in most situations Sy, will also increase as n increase). Note also, that the
confidence and prediction interval widths are smallest when xpew = *. The
prediction interval width will approach 2z;_,/, - 0 as n — oo. The difference
between the intervals are that the prediction interval covers a new observa-
tion in (1 — &) - 100% of the times, while the confidence interval is expected to
cover the true regression line (1 — &) - 100% of the times. One important point
is: “when we have calculated the prediction interval based on some particular
sample, then we actually don’t know the probability of this interval covering
new observations”. What we know is: if we repeat the experiment, then in
(1 —a) - 100% of the times a new observation will be covered (we make a new
observation each time). Same goes for the confidence interval: we don’t know if
the true regression line is covered by a particular interval, we only know that if
we repeat the experiment, then in (1 — &) - 100% of the times the true regression
line will be covered.

In the following: first an example on calculating confidence and prediction in-
tervals, second an example on the width of the intervals, and finally Example
5.21 on the prediction interval coverage, are given.
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lll Example 5.19 Student height and weight Example (5.16 cont.)

With reference to Example 5.16 suppose we want to calculate prediction and confi-
dence intervals for the line for a new student with xpew, = 200 cm, the prediction is
Jnew = 102.6 kg and the 95% confidence and prediction intervals become

1 (178 —200)2
Tpred = —120 + 1.113 - 200 = fo.075(8) -3.88\/1 +15+ (13T) = [91.8,113],
(5-59)
B 1 (178 -200)%
Loonf = —120 + 1.113 - 200 =+ £0.975(8) -3.88\/ ot T = 965,109
(5-60)

where tg 975 is the 0.975-quantile of a t-distribution with n — 2 degrees of freedom.

In R the intervals can be calculated by:

predict (fitStudents, newdata=data.frame(x=200), interval="confidence",
level=0.95)

fit lwr upr
1 102.6 96.52 108.7

predict (fitStudents, newdata=data.frame(x=200), interval="prediction",
level=0.95)

fit lwr upr
1 102.6 91.77 113.4

lll Example 5.20 Simulation

The following plot illustrates the difference between the confidence and prediction
intervals for simulated data, with different numbers of observations:

her ref til figur

The model simulated is

y;i =10+ 2x; +¢&, & ~ N(0,5%) (5-61)

When n increases the width of the confidence interval for the line narrows and
approaches 0, while the prediction interval width does not approach 0, but rather
2z1_/20. Further, the width of the prediction interval will always be larger than the
width of the confidence interval.
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lll Example 5.21 Prediction interval coverage

In this example it is illustrated that we actually don’t know the probability that a
prediction interval covers new observations, when the it is calculated using a sam-
ple (i.e. we have a realization of the prediction interval). First, a prediction interval
is calculated using a single sample and it is investigated how many of k new obser-
vations falls inside it:

## The number of obserwvations and the parameters

n <- 30

beta0 <- 10; betal <- 3; sigma <- 0.5

## Generate some input values

X <- runif(a, -10, 10)

## Simulate output wvalues

y <- beta0 + betal*x + rnorm(n, sd=sigma)

## Fit a simple linear regresstion model to the sample
fit <- Im(y ~ x)

## The number of new observations

k <- 10000

## Generate k new input values

xnew <- runif(k, -10, 10)

## Calculate the prediction intervals for the new input wvalues

PI <- predict(fit, newdata=data.frame(x=xnew), interval="pred")

## Simulate new output observations

ynew <- betal + betal*xnew + rnorm(k, sd=sigma)

## Calculate the fraction of times the prediction interval covered the new observation
sum(ynew > PI[ ,"lwr"] & ynew < PI[ ,"upr"]) / k

[1] 0.8784

We see that the interval covered only 87.8% of the new observations, which quite
less than 95% (per default predict use & = 5%).

Now, lets repeat the sampling, so we make a new sample k times and each time
calculate a new fit and prediction interval, and each time check if a new observation
falls inside it:
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## The number of simulated samples
k <- 10000
## Repeat the sampling k times
covered <- replicate(k, {
## The number of observations and the parameters
n <- 30
betaO <- 10; betal <- 3; sigma <- 0.5
## Generate some input values
X <- runif(n, -10, 10)
## Simulate output wvalues
y <- beta0 + betal*x + rnorm(n, sd=sigma)
## Fit a simple linear regresstion model to the sample
fit <- Im(y ~ %)

## Generate a new input value
xnew <- runif(1, -10, 10)
## Calculate the prediction interval for the new wvalue
PI <- predict(fit, newdata=data.frame(x=xnew), interval = "pred")
## Simulate a single new observation
ynew <- betal + betal*xnew + rnorm(1l, sd=sigma)
## Check ©f the mew obserwvation was instide the interval
ynew > PI[1,"lwr"] & ynew < PI[1,"upr"]
D

## The fraction of covered new observations
sum(covered) /k

[1] 0.9524

It is found that coverage is now very close to the expected 95% and this is indeed
the way the coverage probability should be interpreted: with repeated sampling the
probability is 1 — « that a prediction interval will cover a randomly chosen new ob-
servation. Same goes for confidence intervals (of any kind): with repeated sampling
the probability is 1 — « that a confidence interval will cover the true value.

5.5 Matrix formulation of simple linear regression

The simple linear regression problem can be formulated in vector-matrix nota-
tion as

Y=XB+e e~ N(0,0°0) (5-62)
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or

Yl 1 X1 &1
. | [Bo . , 2 ;
= | + ||, &~N(,07) (5-63)

Yn 1 xn ‘Bl 87’1

One of the advantages of the matrix formulation is that the analysis generalize
to higher dimensions in a straight forward way (i.e. more xs and parameters as
in the following chapter). The residual sum of squares is given by

RSS =¢eTe = (Y — XB)T(Y — XB), (5-64)

and the parameter estimators are given by:

lll Theorem 5.22

The estimators of the parameters in the simple linear regression model are
given by

p=(xTx)"'xTy, (5-65)
and the covariance matrix of the estimates is
VBl =2 (x"X)7, (5-66)

and central estimate for the error variance is

RSS
A2 .
= (5-67)

A

Here V[B] is a matrix with elements (V[B)11 = V[Bo], (V[B])22 = V|[B1], and
(VIBD12 = (V[B])21 = Cov|po, f1]-

When we want to find the minimum of RSS, we again need to differentiate RSS
with respect to the parameters

ORSS iy _
55~ X (Y — XB) .68

=2(xTy — XTXB).

Solving for B gives

B=(x"x)"'x"y, (5-69)
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taking the expectation of § we get

The variance of the parameters estimates are given by

VIB|

V[(XTx)1xTy]
= (XTX)"IXTV[XB+ ] X (XTX)" T

= (XTX)"IXT(VIXB] + V[eh) X (XTx)T

= (XTx)"'xT?1x(xTx)" T
= 2(XTx)"IxTx(xTx)!
=o?(XTx) L.

2 s

6_2 — RSS(ﬁ),
n—2

Again a central estimate for o

and the estimate of the parameter covariance matrix is

Lg=0*(XTX)"".

Marginal tests (Hy : B; = Bi) are constructed by observing that

Bi —Aﬁi,o ~tn—2).
(Ep)ii

The matrix calculations in R are illustrated in the next example.

271

(5-70)

(5-71)

(5-72)

(5-73)

(5-74)
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lll Example 5.23  Student height and weight

To illustrate how the matrix formulation works in R, the student height and weight
data is worked through below:

## Data

X <- cbind(1, x)

n <- length(y)

## Parameter estimates and wvariance

beta <- solve(t(X) %*%h X) %x¥h t(X) %% y
e <- y - X %% beta
S <- sqrt(sum(e~2) / (m - 2))

Vbeta <- 872 * solve(t(X) %*% X)

sbeta <- sqrt(diag(Vbeta))

T.stat <- beta / sbeta

p.value <- 2 * (1 - pt(abs(T.stat), df = n-2))

## Print the results

coef.mat <- cbind(beta, sbeta, T.stat, p.value);

colnames(coef .mat) <- c("Estimates","Std.Error","t.value","p.value")
rownames (coef .mat) <- c("betal", "betal")

coef.mat; s

Estimates Std.Error t.value p.value

betal 9.815 0.07773 126.3 0
betal 3.039 0.01363 222.9 0
[1] 0.42

## Prediction and confidence interval
xnew <- matrix(c(1, 200), ncol=2)
ynew <- xnew %*J beta

Vconf <- xnew %*J, Vbeta %*}% t(xnew)
Vpred <- Vconf + s72

sqrt (c(Vconf, Vpred))

[1] 2.740 2.772

5.6 Correlation

In the analysis above we focus on situations where we are interested in one
variable () as a function of another variable (x). In other situations we might
be more interested in how x and y vary together. Examples could be ecosys-
tems, where the number of predators is a function of the number of preys, but
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the reverse relation is also true, further both of these numbers are affected by
random variations and knowledge of one only gives partial knowledge of the
other. Another example is individual student grade in 2 different courses, be-
fore any grade has been given we will expect that a high grade in one course
will imply a high grade in the other course, but none of them is controlled or
known in advance.

In the cases above we talk about correlation analysis and to this end we will
need the sample correlation coefficient, as defined in Section 1.4.3

A 1 " (xi— X Yi— Y )
p_n—lx( Sy )(sy ) (5-75)

i=1

In Section 1.4.3 we notated sample correlation with r, but here we use p, since
it is an estimate for the correlation p (see Section 2.8), and imply that there is a
meaningfull interpretation of the p.

5.6.1 Inference on the sample correlation coefficient

In order to answer the question: are X and Y correlated? We will be interested
in constructing a test of the type

Hy:p=0, Hy:p#0. (5-76)

Consider the model
Y; = Bo+ B1Xi+ei, e~ N(0,0?), (5-77)

in this case we can rewrite the sample correlation as
n
p= n—1 Z
B () (5
n—185,, = Sy Sy (5-78)

implying that the hypothesis (5-76) can be tested by testing the hypothesis

Hy:B1=0; Hi:py #0. (5-79)
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since clearly the relationship in Equation (5-77) can be reversed. It should be
noted that we cannot use the test to construct a confidence interval for p.

It should be stressed that correlation does not imply causality, it just implies
that the variables x and y vary together. As an example consider the number
of beers sold at the university bar and the number of students attending the
introductory course in statistics. Let’s say that both numbers have increased
and therefore have a high correlation coefficient, but it does not seem reasonable
to conclude that students are more interested in statistics when drinking beers.
A closer look might reveal that the number of enrolled students have actually
increased and this can indeed explain the increase in both numbers.

5.6.2 Correlation and regression

In the linear regression models we would like to measure how much of the
variation in the outcome (Y) is explained by the input (x). A commonly used
measure for this is the coefficient of determination (explanation) or R?-value
(see also the R summary in Example 5.5).

Il Definition 5.24 Coefficient of determination R?

The coefficient of determination expresses the proportion of variation in the
outcome (Y) explained by the regression line

M — P2

In order to find this we will split the variance of y into a component due to the
regression line and a component due to the residual variation

1 n
2 2
Sy - n_llzzl(yl y)
=7 Y (Bo+Pixi+ei— =Y (Bo+ Pixi +ei))
hn—1.3 hi=3 (5-81)
1 & s )
= Y (Bi(xi — %) +e;)?
n—13
A -2
= fist+ 220

—_
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where the first term on the right hand side is the variability explained by the
regression line and the second term is the residual variation. Dividing with the
variance of Ygives a splitting in the relative variation from each of the terms. If
we write out the variation explained by the regression line we get

Bisi <Z?_1(%‘ —7)(xi — f))z " (xi—%)%* n-1

2 U o - n1 Ty 9

n—1 n—1

2
(” -1 ;(yi A ﬂ) Vil (i — 220 (vi—9)* (5-82)

We can therefore conclude that the proportion of variability (R?) in Y explained
by the regression line is equal to the squared sample correlation coefficient (9?).

lll Example 5.25 Student weight and height (Example 5.19 cont.)

With reference to Example 5.19 above we can calculate the correlation coefficient in
R:

cor(x, y)~2

[1] 0.9994

or we can base our calculations on the estimated slope:

coef (fitStudents) [2] "2 * var(x) / var(y)

X
0.134

or we can find it directly in the summary of the regression model (see Example 5.5):
where the number is called Multiple R-squared.
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5.7 Model validation

So far we have discussed how to estimate parameters, predict future values,
make inference etc. in the model

Y; = Bo+ Bixi +¢&i, € ~ N(0,0%). (5-83)

In all we have done so far the basic assumption is that the residuals are normally
distributed with zero mean and constant variance, and further the residuals are
mutually independent. These are assumptions which should be checked and
if the assumptions are not fulfilled some actions should be taken in order to
tix this. This is called model validation or residual analysis and is exactly the same
idea behind the validation needed for the mean model used for -tests in Section
3.1.8, though here including a few more steps.

The normality assumption can be checked by a normal g-q plot, and the con-
stant variance assumption may be checked by plotting the residuals as a func-
tion of the fitted values. The normal g-q plot have been treated in Section 3.1.8
and should be applied equivalently. Plotting the residuals as a function of the
fitted values should not show a systematic behaviour, this means that the range
should be constant and the mean value should be constant, as illustrated in the
following example:

Il Example 5.26 Simulation

We consider data generated from the following three models

Y1 = Po+Pixii+e, & ~N(@O1), (5-84)
Yoi = Bo+ Bix1,i + Paxoi+¢€i, € ~ N(0,1), (5-85)
Ys; = ePothimite e N(0,1) (5-86)

In all cases we fit the model
Y; = Bo+ Pixii+e, €~ N(0,0%), (5-87)

to the data: from the first model we would expect that the residual analysis do not
show any problems, for the second model we have a linear dependence which is
not included in the model and we should see this in the residual analysis, and the
third is a non-linear function of the residuals as well as the regressors and one way
to handle this will be discussed.

The first model is simulated, estimated and analysed by (8o = 0, 81 = 1, and o2 =1):
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n <-100

xl <- seq(1, 10, length=n)

y <- x1 + rnorm(n)

fit <- Im(y ~ x1)

qgnorm(fit$residuals, pch=19, cex=0.5)

gqline(fit$residuals)

plot(fit$fitted.values, fit$residuals, pch=19, cex=0.5,
xlab="Fitted values ($\\hat{y}_i$)", ylab="Residuals ($e_i$)")

Normal Q-Q Plot
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As we can see there is no serious departure from normality and there are no patterns
in the residuals as a function of the fitted values.

The second model (with Bp = 0,81 =1, B2 = 0.5and 0? = 1) is simulated, estimated
and analysed by (plot functions omitted):

x1 <- seq(1, 10, length=n)

x2 <- seq(1, 10, length=n)~2
y <- x1 + 0.5 * x2 + rnorm(n)
fit <- Im(y ~ x1)
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Normal Q-Q Plot
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We see some departure from normality, but also that the residuals are related to the
fitted values with a clear pattern. In the next chapter we will learn that we should
find the hidden dependence (x;) and include it in the model.

The third model (with fp =0, 1 =1, B2 = 0.5 and 0? = 1) is simulated, estimated
and analysed by (plot function omitted):

xl <- seq(4, 10, length=100)
y <- exp( 0.2 * x1 + rnorm(length(x1), sd = 0.15))
fit <- Im(y ~ x1)

Normal Q-Q Plot
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We see quite some departure from normality, and also that the variance increases as
a function of the fitted values. When the variance is clearly related with the fitted
values one should try to transform the dependent variable. The following R do the
analysis based in log-transformed data:

y <- log(y)
fit <- Im(y ~ x1)
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Normal Q-Q Plot
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From the g-q plot it is found that the distribution is now quite symmetric, however
still with slightly heavy tales, hence less departure from normality, compared to
previous q-q plot. And, as we can see the residuals are no longer related clearly to

the fitted values.

lll Method 5.27 Model validation (or residual analysis)

1. Check the normality assumption with a q-q plot of the residuals

2. Check the systematic behaviour by plotting the residuals ¢; as a func-
tion of fitted values 7;

lll Remark 5.28 Independence

In general independence should also be checked, while there are ways to do
this we will not discuss them here.
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5.8 Exercises

ll Exercise 5.1 Plastic film folding machine

On a machine that folds plastic film the temperature may be varied in the range
of 130-185 °C. For obtaining, if possible, a model for the influence of tempera-
ture on the folding thickness, n = 12 related set of values of temperature and
the fold thickness were measured that is illustrated in the following figure:

Thickness
100 110 120 130
| | | |

90

\ T T T T \
130 140 150 160 170 180

Temperature

a) Determine by looking at the figure, which of the following sets of esti-
mates for the parameters in the usual regression model is correct:

1) Bo=0,B1=-09,6=36

2) Bo=0,B,=09,6=36

3) Bo=252,p1=-09,6=36
4) Bo= —252, B, = 09,6 =36
5) Bo=252,p1=—-09,6=36

b) What is the only possible correct answer:

1) The proportion of explained variation is 50% and the correlation is
0.98

2) The proportion of explained variation is 0% and the correlation is
—0.98
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3) The proportion of explained variation is 96% and the correlation is

-1
4) The proportion of explained variation is 96% and the correlation is
0.98
5) The proportion of explained variation is 96% and the correlation is
—0.98
|l Exercise 5.2 Linear regression life time model

A company manufactures an electronic device to be used in a very wide tem-
perature range. The company knows that increased temperature shortens the
life time of the device, and a study is therefore performed in which the life time
is determined as a function of temperature. The following data is found:

Temperature in Celcius (t) | 10 20 30 40 50 60 70 80 90
Life time in hours (y) 420 365 285 220 176 117 69 34 5

a) Calculate the 95% confidence interval for the slope in the usual linear re-
gression model, which expresses the life time as a linear function of the
temperature.

b) Can a relation between temperature and life time be documented on level
5%?

ll Exercise 5.3 Yield of chemical process

The yield y of a chemical process is a random variable whose value is considered
to be a linear function of the temperature x. The following data of correspond-
ing values of x and y is found:

Temperaturein°C (x) | 0 25 50 75 100
Yield in grams (y) 14 38 54 76 95
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The average and standard deviation of temperature and yield are
X =50, sy =39.52847, 7 = 55.4, sy, = 31.66702,
In the exercise the usual linear regression model is used

Y; =Bo+pixi+e, e~N@O07), i=1,...5

a) Can a significant relationship between yield and temperature be docu-
mented on the usual significance level & = 0.05?

b) Give the 95% confidence interval of the expected yield at a temperature of
Xnew = 80 °C.

c) What is the upper quartile of the residuals?

lll Exercise 5.4 Plastic material

In the manufacturing of a plastic material, it is believed that the cooling time has
an influence on the impact strength. Therefore a study is carried out in which
plastic material impact strength is determined for 4 different cooling times. The
results of this experiment are shown in the following table:

Cooling timesinseconds (x) | 15 25 35 40
Impact strength in k] /m? (y) | 42.1 36.0 31.8 287

The following statistics may be used:

X = 28.75, i = 34.65, Syy = 368.75.

a) What is the 95% confidence interval for the slope of the regression model,
expressing the impact strength as a linear function of the cooling time?
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b) Can you conclude that there is a relation between the impact strength and
the cooling time at significance level & = 5%?

c) For a similar plastic material the tabulated value for the linear relation
between temperature and impact strength (i.e the slope) is —0.30. If the
following hypothesis is tested (at level & = 0.05)

HO : ‘31 = —0.30
H1 : ,Bl 7§ —0.30

with the usual t-test statistic for such a test, what is the range (for t) within
which the hypothesis is accepted?

lll Exercise 5.5 Water polution

In a study of pollution in a water stream, the concentration of pollution is mea-
sured at 5 different locations. The locations are at different distances to the
pollution source. In the table below, these distances and the average pollution
are given:

Distance to the pollution source (in km) | 2 4 6 8 10
Average concentration 11,5 102 103 9.68 9.32

a) What are the parameter estimates for the three unknown parameters in
the usual linear regression model: 1) The intercept (Bo), 2) the slope (B1)
and 3) error standard deviation (0)?

b) How large a part of the variation in concentration can be explained by the
distance?

c) What is a 95%-confidence interval for the expected pollution concentra-
tion 7 km from the pollution source?
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lll Exercise 5.6 Membrane pressure drop

When purifying drinking water you can use a so-called membrane filtration.
In an experiment one wishes to examine the relationship between the pressure
drop across a membrane and the flux (flow per area) through the membrane.
We observe the following 10 related values of pressure (x) and flux (y):

1 2 3 4 5 6 7 8 9 10

Pressure (x) | 1.02 2.08 2.89 4.01 532 583 726 796 9.11 9.99
Flux (y) 1.15 085 156 1.72 432 5.07 500 531 6.17 7.04

Copy this into R to avoid typing in the data:

D <- data.frame(

)

pressure=c(1.02,2.08,2.89,4.01,5.32,5.83,7.26,7.96,9.11,9.99),
flux=c(1.15,0.85,1.56,1.72,4.32,5.07,5.00,5.31,6.17,7.04)

a) What is the empirical correlation between pressure and flux estimated to?
Give also an interpretation of the correlation.

b) What is a 90% confidence interval for the slope B; in the usual regression
model?

c¢) How large a part of the flux-variation (Y}2, (y; — 7)?) is not explained by
pressure differences?

d) Can you at significance level & = 0.05 reject the hypothesis that the line
passes through (0,0)?
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e) A confidence interval for the line at three different pressure levels: x4, =
3.5 1B,  =50and x€. ., = 9.5 will look as follows:

new new
BO + 131 ’ xrlllew +Cy

where U then is either A, B or C. Write the constants Cy; in increasing
order.

lll Exercise 5.7 Membrane pressure drop (matrix form)

This exercise uses the data presented in Exercise 6 above.

a) Find parameters values, standard errors, t-test statistics, and p-values for
the standard hypotheses tests.

Copy this into R to avoid typing in the data:

D <- data.frame(
pressure=c(1.02,2.08,2.89,4.01,5.32,5.83,7.26,7.96,9.11,9.99),
flux=c(1.15,0.85,1.56,1.72,4.32,5.07,5.00,5.31,6.17,7.04)

b) Reproduce the above numbers by matrix vector calculations. You will
need some matrix notation in R:

— Matrix multiplication (XY): X/%*%Y

— Matrix transpose (X7): t (X)

— Matrix inverse (X~1): solve (X)

— Make a matrix from vectors (X = [x{;x3]): cbind (x1,x2)

See also Example 5.23.
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lll Exercise 5.8 Independence and correlation
Consider the layout of independent variable in Example 5.10,

a) Show that Sy, = 1"2'.(&”?1)).

Hint: you can use the following relations

. n(n+1)
=T
Lo, nn+1)2n+1)
Z:lZ_ e .

N
Il
N

b) Show that the asymptotic correlation between 3y and f; is

lim p,(Bo, f1) = _ﬁ-

n—o00 2

Consider a layout of the independent variable where n = 2k and x; = O fori <k
and x; = 1fork <i < n.

c) Find Sy, for the new layout of x.

d) Compare Sy, for the two layouts of x.

e) What is the consequence for the parameter variance in the two layouts?

f) Discuss pro’s and cons for the two layouts.
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|l Chapter 6

Multiple Linear Regression

In Chapter 5 we described the linear regression model, when the outcome (Y) is
a linear function of one regressor (x). It is natural to extend this model to include
more than one regressor, in general we can write

Yj:,BO+,le1,i+"'+:BPxP/i+si’ SiNN(O,U'Z), (6'1)

where as usual we assume that the residuals (¢;) are independent and identi-
cally distributed (i.i.d.) normal random variables with zero mean and some
unknown variance (¢). Note, that this is the assumption for all random vari-
able error terms in models presented in this chapter, however it is not noted for
every model.

The model in Equation (6-1) is referred to as the General Linear Model (GLM),
and is closely related to the ANOVA covered in a later chapter. As we will see
in Section 6.2, we can also use the approach to approximate non-linear functions
of the regressors, i.e.

Y; = f(x;) +e&, &~ N(0,0%). (6-2)

The optimal set of parameters for the multiple linear regression model is found
by minimising the residual sum of squares

n

2
RSS(Bo, -, Bp) = Y [Yi = (Bo+ Brxi+ -+ Bpxpi) |, (6-3)
i=1
where 1 is the number of observations. The general problem is illustrated in
Figure 6.1, where the black dots represent the observations (y;), the blue and red
lines represent errors (e;) (the ones we minimize), and the surface represented
by the grey lines is the optimal estimate (with p = 2)

9; = Bo + Bix1; + Baxa, (6-4)
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Figure 6.1: Conceptual plot for the multiple linear regression problem (red lines,
e; > 0, blue lines (e; < 0).

or
Y; =7 +e, (6-5)

again we put a “hat” on the parameters to emphasize that we are dealing with
parameter estimates (or estimators), as a result of minimising Equation (6-3)
with respect to By, . .., Bp-

Let’s have a look at a small example:

lll Example 6.1

The car manufacture in Example 5.1 in Chapter 5 constructed a linear model for
fuel consumption as a function of speed, now a residual analysis revealed that the
residuals were not independent of the fitted values and therefore the model should
be extended. It is realized that the fuel consumption is a function of wind speed as
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well as the speed of the car, and a new model could be formulated as
Yi = Po+ P1x1,i + Poxoi + & (6-6)

where x; is the speed, and x;; is the wind speed (relative to the car). Another
possibility is that the model should in fact not be linear in the speed, but rather
quadratic

Y; = Bo + Bix1,i + ﬁzxii +ég (6-7)
= Bo + B1x1,i + Baxo; + €, (6-8)

where x;; is now the squared speed. Both models ((6-6) and (6-7)) are linear in the
parameters (Bo, B1, B2)-

The example above illustrate that linearity refers to linearity in the parameters,
not the regressors. E.g. the model

Y; = Bo+ B2 log(xi) + ¢, (6-9)
is a linear model, while
Y; = Bo + log(x; + B2) + ¢, (6-10)

is not a linear model.

6.1 Parameter estimation

Just as in the case of simple linear regression the optimal parameters are the
parameters that minimize the residual sum of squares (RSS), this is equivalent
to equating the partial derivatives of RSS (Equation (6-3)) with zero, i.e.

ORSS
dB;
which will give us p + 1 equations (the partial derivatives) in p + 1 unknowns
(the parameters)

0; j=0,1,...,p, (6-11)

1

2Y [yi— (Bo+Bixyi+---+ Bpxp,i)] =0, (6-12)
-1

2Y [yi— (Bo+Baxyi+- -+ ,Bpxp,i)xl,i] =0, (6-13)

-

I
—_

1

[yi - (30 + leu + -+ Bpxp,i)xp,i] =0, (6-14)

N
Il
—
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the Equations (6-12)-(6-14) are referred to as the normal equations, and as we
can see these are a system of linear equations and thus best solved by methods
of linear algebra. The matrix formulation is covered in Section 6.6, but for now
we will just assume that R is able to solve the normal equations and give the
correct parameter estimates, standard errors for the parameter estimates, etc.

When the ¢;’s are independent identically normally distributed, we can con-
struct tests for the individual parameters, assuming we know the parameter
estimates and their standard errors:

Il Theorem 6.2 Hypothesis tests and confidence intervals

Suppose the we are given parameter estimates (B, . .., ﬁp) and their corre-
sponding standard errors (@'ﬁo, e, &/;p), then under the null hypothesis

Hoi:  Bi = Po, (6-15)

the t-statistic
T, = P b, (6-16
UB;
will follow the t-distribution with n — (p + 1) degrees of freedom, and hy-

pothesis testing and confidence intervals should be based on this distribu-
tion. Further, a central estimate for the residual variance is

52 _ RSS(Bo- -, By)
- on—(p+1)

(6-17)

The interpretation of multiple linear regression in R is illustrated in the follow-
ing example:
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lll Example 6.3

The data used for Figure 6.1 is given in the table below

X1
X2
Y

X1
X2

y

0.083
0.625
0.156

0.772
0.821
1.574

0.409
0.604
1.234

0.857
0.308
0.349

0.515
0.077
0.490

0.758
0.440
1.287

We assume the model

0.397
0.414
1.649

0.850
0.865
1.709

0.223
0.343
0.500

0.409
0.111
0.323

0.292
0.202
0.395

0.055
0.970
1.201

Y; = Bo + Bix1,; + Paxyi + €,

0.584
0.840
1.452

0.578
0.192
1.210

0.491
0.266
0.416

0.745
0.939
1.787

gi ~ N(0,07).

In order to estimate parameters in R we would write:

## Read data

x1 <- ¢(0.083,
0.280,
0.886,
x2 <- ¢(0.625,
0.385,
0.149,

O O O O O O

.409, 0.515,
.772, 0.857,
.031)
.604, 0.077,
.821, 0.308,
.318)

0.397,
0.758,

0.414,
0.440,

0.223,
0.850,

0.343,
0.865,

0.292,
0.409,

0.202,
0.111,

0.584,
0.055,

0.840,
0.970,

291

0.923
0.831
1.390

0.886
0.149
0.591

0.491,
0.578,

0.266,
0.192,

0.280
0.385
0.234

0.031

0.318
0.110

(6-18)

0.923,
0.745,

0.831,
0.939,

y <- c(0.156, 1.234, 0.490, 1.649, 0.500, 0.395, 1.452, 0.416, 1.390,
.287, 1.709, 0.323,

0.234,

0.591, 0.110)

1.574, 0.349, 1

1.201,

1.210,

1.787,
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## Parameter estimation
fit <- Im(y = x1 + x2)

## Summary of fit (parameter estimates, standard error, p-values, etc.)
summary (fit)

Call:
lm(formula = y ~ x1 + x2)

Residuals:
Min 1Q Median 3Q Max
-0.6242 -0.2040 0.0280 0.0957 0.9251

Coefficients:

Estimate Std. Error t value Pr(>|tl)
(Intercept) -0.118 0.212 -0.56 0.58571
x1 0.827 0.304 2.72 0.01459 *
x2 1.239 0.293 4.24 0.00056 **x*

Signif. codes:
0 'x*xx' 0.001 'xx' 0.01 'x' 0.05 '.' 0.1 ' ' 1

Residual standard error: 0.378 on 17 degrees of freedom
Multiple R-squared: 0.632,Adjusted R-squared: 0.589
F-statistic: 14.6 on 2 and 17 DF, p-value: 0.000203

The interpretation of the R output is exactly the same as in the simple linear re-
gression. The first column gives the parameter estimates (B0, 81, B2), second column
gives the standard error of the parameter estimates (0,, 03,, 03,), third column gives
the t-statistics for the standard hypothesis Hy,; : f; = 0, and finally the last column
gives the p-value for the two-sided alternative. We can therefore conclude that the
effect of x; and x, are both significant on a 5% confidence level.
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lll Method 6.4 Level « t-tests for parameters

1. Formulate the null hypothesis: Hy; : Bi = Py, and the alternative hy-
pothesis Hl,i : ﬁi 75 ﬁO,i

2. Compute the test statistic tops g, = ﬁl;—ﬁﬁm

3. Compute the evidence against the null hypothesis

p-value; = 2P(T > [tops ;) (6-19)

4. If the p-value; < « reject Hy;, otherwise accept Hy ;

In many situations we will be more interested in quantifying the uncertainty of
the parameter estimates rather than testing a specific hypothesis. This is usually
given in the form of confidence intervals for the parameters:

lll Method 6.5 Parameter confidence intervals

1 — «) confidence interval for B; is given b
g y
Bitti_as2 0p, (6-20)

where t;_, /5 is the (1 — a/2)-quantile of a t-distribution with n — (p + 1)
degrees of freedom.

I Remark 6.6 (On finding j3; and o, in methods 6.4 and 6.5)

In Chapter 5 we were able to formulate the exact formulas for 3; and %i’ in
a multiple linear regression setting we simply use R (summary (fit)), to find
these values.

The explicit formulas are however given in the matrix formulation of the
linear regression problem in Section 6.6.
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lll Example 6.7

For our example the 95% confidence intervals become (t;_, /> = 2.110)

Ig, = —0.118 +2.110 - 0.212, (6-21)
Is, = 0.827 +2.110 - 0.304, (6-22)
Ig, = 1.239 +2.110 - 0.293, (6-23)

or in R (for Bo):
-0.118+c(-1,1)*qt(0.975,df=17)*0.212

[1] -0.5653 0.3293

or directly in R (for Bo, B1, and B>):

confint(fit, level = 0.95)

2.5 % 97.5 %
(Intercept) -0.5643 0.329
x1 0.1854 1.470
x2 0.6220 1.857

The examples above illustrates how we can construct confidence intervals for
the parameters and test hypotheses without having to implement the actual
estimation ourselves.

6.1.1 Confidence and prediction intervals for the line

Just as for the simple linear regression model we will often be interested in pre-
diction of future outcome of an experiment, and as usual we will be interested
in quantifying the uncertainty of such an experiment. The expected value of a
new experiment (with X1 = X1 new, - -+, Xp = Xpnew) i8

]?new = ,BO + lel,new + ...+ Bpxp,new- (6-24)

In order to quantify the uncertainty of this estimate we need to calculate the
variance of Jnew, in Section 5.3 we saw that this variance is a function of: 1) the
variance of the parameters, 2) the covariance between the parameters, and 3)
Xnew- This is also true in the multiple linear regression case, except that xpew is
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now a vector and we need to account for pairwise covariance between all pa-
rameter estimators. This analysis is most elegantly done with matrix formula-
tion and is covered in Section 6.6. We can however do this in R without dealing
with the covariances explicitly.

This is illustrated in the following example:

lll Example 6.8

With reference to Example 6.3 suppose we want to predict the expected value of
Y at (X1 new, X2new) = (0.5,0.5) and at (X1 new, X2new) = (1,1), we would also like
to know the standard error of the prediction and further the confidence and the
prediction intervals. The standard error of the prediction can be calculated in R by:

Xnew <- data.frame(xl = c(0.5, 1), x2 = c(0.5, 1))

pred <- predict(fit, newdata = Xnew, se = TRUE)
pred

$fit
1 2
0.9157 1.9491

$se.fit
1 2
0.08477 0.21426

$df
(1] 17

$residual.scale
[1] 0.3784

The data-frame “Xnew” is the points where we want to predict the outcome, the ob-
ject “pred” has the fitted values ($£it) at the points in “Xnew”, the standard error for
the predictions ($se.fit), the degrees of freedom ($df) in the residual (the one we
use for f-test), and ($residual.scale) the estimate of the error standard deviation

@).

Notice that the standard error for fnew is much larger for the point (X1 new, X2.new) =
(1,1) than for the point (X1 new, X2,new) = (0.5,0.5), this is because the (1,1) point is
far from the average of the regressors, while the point (0.5,0.5) is close to the mean
value of the regressors.
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Now, we are actually able to calculate confidence and prediction intervals for the
two points, the confidence intervals become

Cl; = 0.9157 & t;_,/» - 0.08477, (6-25)
Cl, = 1.9491 + +_,» - 0.21426, (6-26)

and the prediction intervals become (add the variance of Yiew and 5?)

PI; = 09157 + +;_, > - v/0.084772 + 0.37842, (6-27)
Pl =1.9491 + ;_, - 1/0.214262 + 0.37842, (6-28)

where t;_, /, is obtained from a t-distribution with 17 degrees of freedom.

Or we can calculate the confidence and prediction intervals directly in R (with con-
fidence level « = 0.05):

## Confidence interval

predict(fit, newdata = Xnew, interval = "confidence", level = 0.95)
fit lwr upr

1 0.9157 0.7369 1.095

2 1.9491 1.4971 2.401

## Prediction interval

predict(fit, newdata = Xnew, interval = "prediction", level = 0.95)
fit lwr upr

1 0.9157 0.09759 1.734
2 1.9491 1.03165 2.867

We saw in the example above that the standard error for the fit is large when
we are far from the centre of mass for the regressors, this is illustrated in Figure
6.2.
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Figure 6.2: Standard error for Jnew (blue surface) and standard error for ynew
(red surface).
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lll Method 6.9 Intervals for the line (by R)

The (1-) confidence and prediction intervals for the line BO - Bl X1 new +
s ,Bpxp,new are calculated in R by

predict(fit, newdata=Xnew, interval="confidence", level=1-alpha)

predict(fit, newdata=Xnew, interval="prediction", level=1-alpha)

|l Remark 6.10

Explicit formulas for confidence and prediction intervals are given in Section
6.6.

6.2 Curvilinear regression

Suppose we are given pairs of values of x and y and there seems to be informa-
tion in x about y, but the relation is clearly non-linear

Yi = f(xi) +e, &~N(0,0?), (6-29)

and the non-linear function f(x) is unknown to us. The methods we have dis-
cussed don’t apply for non-linear functions, and even if we could do non-linear
regression we would not know which function to insert. We do however know
from elementary calculus that any function can be approximated by its Taylor
series

an () (o
f(x)%f(O)Jrf’(O)~x+fT()x2+~~+fp—!()xp, (6-30)
now replace the Taylor series coefficients (@) by B; and insert (6-30) in

(6-29) to get
Yy = Bot Brx+ fard 44 B e 631)
:ﬁo+,31X1+[32X2+"'+,Bpxr;+€i,

where x; = x/, we refer to this method as curvilinear regression. The method is
illustrated in the following example:
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lll Example 6.11 Simulation of non-linear model

We simulate the following model
Y; = sin(7x;) + ¢, & ~ N(0,0.1%), (6-32)
with x € [0,1] by:

n <- 200
x <- runif(n)
y <- sin(pi*x) + rnorm(n,sd=0.1)

Y; is a non-linear function of x but lets try to estimate parameters in the simple linear
regression model

Y; = Bo+Bixi +ei, &~ N(0,0%), (6-33)

and find the 95% confidence interval for the parameters:

fitl <- Im(y ~ x)
confint (fit1)

2.5 % 97.5 %
(Intercept) 0.5737 0.7544
X -0.1960 0.1251

We see that the 95% confidence interval for §; covers zero, and we can therefore
not reject the null hypothesis that ; is zero. Now include a quadratic term in x; to
approximate the non-linear function by the model

Y; = Bo + B1xi + B2x? +e;, & ~ N(0,0°), (6-34)

x1 <- x; x2 <- x72
fit2 <- Im(y = x1 + x2)
confint (fit2)

2.5 % 97.5 %
(Intercept) -0.0906 -0.005303
x1 3.9858 4.381327
x2 -4.3823 -4.001747

Now we see that all parameters are significantly different from zero on a 5% confi-
dence level. The plot below shows the residuals for the two models as a function of
the fitted values:
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It is clear that including the second order term removed most, if not all, systematic
dependence in the residuals. Also looking at the fitted values together with the
actual values shows that we have a much better model when including the second
order term (red line):

Yy
00 02 04 06 08 1.0

|l Remark 6.12

In general one should be careful when extrapolation models into areas
where there is no data, and this is in particular true when we use curvilinear
regression.
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6.3 Collinearity

In statistics collinearity refers to situations where the sample correlation be-
tween the independent variables is high. If this is the case we should be careful
with interpretation of parameter estimates, and often we should actually reduce
the model. Now consider the model

yi = Bo+ Bix1 + Poxa +¢;, € ~ N(O, 02)/ (6-35)

and assume that the sample correlation between x; and x; is exactly equal 1,
this implies that we can write x, = a + bxy, inserting in (6-35) gives

yi = Bo+ P1x1+ Ba(a+bxy) +e; (6-36)
= Bo + Baa + (B1 + P2b)x1 + ¢, (6-37)

which shows that we can only identify B + B2a and (B1 + B2b), so the model is
essentially a simple linear regression model. It could also have been the other
way around, i.e. x; = a + bxp, and thus it seems that it is not possible to dis-
tinguish between x; and x;. In real life application the correlation between the
regressors is rarely 1, but rather close to 1 and we need to handle this case as
well. In actual practice a simple way to handle this is, by adding or removing
one parameter at the time. Other procedures exist, e.g. using the average of the
regressors, or using principle component regression, we will not discuss these
approaches further here.

A small example illustrates the principle:

Il Example 6.13  Simulation

Consider the model
Y; = Bo + B1x1 + Baxa + &, & ~ N(0,0%), (6-38)
with data generated from the following R-code:

n <- 100

x1 <- runif(n)

x2 <- x1 + rnorm(n, sd=0.01)

y <- x1 + x2 + rnorm(n, sd=0.5)

plot(xl, y, pch=19, cex=0.5, xlab=expression(x[1]))
plot(x2, y, pch=19, cex=0.5, xlab=expression(x[2]))
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Clearly, both x1 and x, contain information about y, but our usual linear regression
gives:

confint (Im(y ~ x1 + x2))

2.5 % 97.5 %
(Intercept) -0.3453 0.07124
x1 -14.9270 5.98682
x2 -3.6745 17.20468

we see that none of the parameters are significant (on a 5% level), but if we remove
x1 (this is the one with the highest p-value) from the model we get:
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summary (1lm(y ~ x2))

Call:
Im(formula = y ~ x2)

Residuals:
Min 1Q Median 3Q Max
-1.2229 -0.3025 0.0025 0.2641 1.7649

Coefficients:

Estimate Std. Error t value Pr(>|t])
(Intercept)  -0.140 0.105 -1.33 0.19
x2 2.305 0.194 11.86 <2e-16 ***

Signif. codes:
0 '"#¥x' 0.001 '%xx' 0.01 'x' 0.05 '.' 0.1 ' ' 1

Residual standard error: 0.502 on 98 degrees of freedom
Multiple R-squared: 0.589,Adjusted R-squared: 0.585
F-statistic: 141 on 1 and 98 DF, p-value: <2e-16

and the slope is now highly significant.

The lesson learned from the example above is that we should always try to
reduce the model before concluding that individual parameters are zero. Model
development is a partly manual process, where the end result might depend on
the selection strategy. The usual strategies are: backward selection, where we start
by the most complicated model we can think of and remove one term at a time
(this is what we did in the example above), and forward selection where we start
by a simple model and include new terms one by one.

lll Remark 6.14 Interpretation of parameters

In general we can interpret the parameters of a multiple linear regression
model as the effect of the variable given the other variables. E.g. f; is the
effect of x; when we have accounted for other effects (x;, i # j). This inter-
pretation is however problematic when we have strong collinearity, because
the true effects are hidden by the correlation.

An additional comment on the interpretation of parameters in the example
above is: since the data is simulated, we know that the true parameters are
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B1 = B2 = 1. In the full model we got ; ~ —4.5 and B, ~ 6.75. Both of these
numbers are clearly completely off, the net effect is however f; + B, ~ 2.25
(because x; ~ x7). In the reduced model we got ,32 = 2.3, which is of course
also wrong, but nearly the same level, and only holds because x; ~ x».

6.4 Residual analysis

Just as for the simple linear regression model we will need to justify that the
assumptions in the linear regression model holds. This is handled by g-q plots,
and considering the relation between the residuals and the fitted values. This
analysis is exactly the same as for the simple linear regression in Section 5.7.

We saw that plotting the residuals as a function of fitted values could reveal
systematic dependence, which imply there are unmodelled effects that should
be included in the model. The question is of course how we can identify such
effects. One way is to plot the residuals as a function of potential regressors,
which are not included. Plotting the residuals as a function of the included
regressors might reveal non-linear effects. Again we illustrate this method by
an example:

lll Example 6.15 Simulation

Consider the model in the R script below, the true model is
y; = x1 +2x5 +¢&, & ~ N(0,0.125?) (6-39)

in a real application the true model is of course hidden to us and we would start by
a multiple linear model with the two effects x; and x,. Looking at the plots below
also suggests that this might be a good model:

n <- 100

x1 <- runif(n)

x2 <- runif(n)

y <- x1 + 2%x2°2 + rnorm(n,sd=0.125)
plot(xl, y, pch=19, cex=0.5)
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Now we fit the model
2
yi = Po+ Pix1 + Pax2 +ei, &~ N(0,0°), (6-40)

and plot the resulting residuals as a function of the fitted values, and the indepen-

dent variables (x; and x;). There seems to be a systematic dependence between the
fitted values and the residuals (left plot):

fit <- Im(y ~ x1 + x2)

plot(fitted.values(fit), residuals(fit), pch=19, cex=0.7)
plot(x1l, residuals(fit), pch=19, cex=0.7)

plot(x2, residuals(fit), pch=19, cex=0.7)
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The left plot does however not suggest where the dependence comes from. Now
looking at the residuals as a function of x; and x; (centre and left plot) reveal that

the residuals seem to be quadratic in x», and we should therefore include x% in the
model:
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x3 <- x272

fit <- Im(y ~ x1 + x2 + x3)

plot(fitted.values(fit), residuals(fit), pch=19, cex=0.7)
plot(xl, residuals(fit), pch=19, cex=0.7)

plot(x2, residuals(fit), pch=19, cex=0.7)
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We now see that there is no systematic dependence in the residuals and we can
report the final result.

summary (fit)

Call:
Im(formula = y

x1 + x2 + x3)

Residuals:
Min 1Q Median 3Q Max
-0.27486 -0.07353 -0.00098 0.07630 0.23112

Coefficients:

Estimate Std. Error t value Pr(>|tl|)
(Intercept) -0.000979 0.032200 -0.03 0.98
x1 0.998212 0.042055 23.74 <2e-16 *xx
x2 0.087010 0.138613 0.63 0.53
x3 1.859060 0.140499 13.23 <2e-16 *xx

Signif. codes:
0 's«*x' 0.001 '%xx' 0.01 'x' 0.05 '.' 0.1 ' ' 1

Residual standard error: 0.107 on 96 degrees of freedom

Multiple R-squared: 0.972,Adjusted R-squared: 0.972
F-statistic: 1.13e+03 on 3 and 96 DF, p-value: <2e-16

Now we can actually see that we find parameter values close to the true ones, further
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we might actually exclude x, (while keeping x3) and the intercept from the model,
since they are not significantly different from zero.

6.5 Linear regressionin R

Method 6.16 below gives a practical summary of Chapter 5 and 6 with refer-
ences to the applied R-functions.
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lll Method 6.16

This method box is a very short guide to R and linear regression.

@ Physical /mechanistic
understanding

e

1: (Re)formulate linear or curve-linear model:
Vi, = Bo + Prx1k + - + BpTpk +ek; e ~ N(0,07)

[EEERRRRRS

2: Estimate parameters with:
>fit <- 1Im(y “x1 + ... + xp)

3: Residual analysis using e.g.:

> qgqnorm(residuals(fit)) # Normal assumption

> plot(fited.values(fit), residuals(fit)) # Checking for structures
> plot(x1l,residuals(fit)) # Identify structures

Deal with Collinearity e.g. PCA

Transformations or include more variable

4: Analyse model using;:
.......... > summary (model) # (p-values)

> confint (model) # (confidence interval for parameters)
Collinearity present? Simplify (using e.g. backward selection)

5: Calculate confidence and prediction interval using;:

> predict (model, newdata=data.frame(xl=x1new,...,Xp=xpnew),
interval="confidence")
> predict (model, newdata=data.frame(xl=x1new, ...,xXp=xpnew),

interval="prediction")

6.6 Matrix formulation

The multiple linear regression problem can be formulated in vector-matrix no-
tation as

Y=XB+e &~ N(0,0°1), (6-41)
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or
Y1 1 x10 - xp1]| |Po €1

: Lo : L+ ||, &~N(00%). (642
Yn 1 xl,n e xP,n ﬁp en

Notice, that the formulation in (6-41) is exactly the same as we saw in Section
5.5.

The residual sum of squares are calculated by
RSS =e'e = (y—XB) (y — XB), (6-43)

and the parameter estimates are given by:

ll Theorem 6.17

The estimators of the parameters in the simple linear regression model are
given by

p=(xTx)"'xTy, (6-44)
and the covariance matrix of the estimates is
VB = A(XTX), (6-45)

and central estimate for the residual variance is

RSS
6'2 _

— m . (6_46)

The proof of this theorem follows the exact same arguments as the matrix for-
mulation of the simple linear regression model in Chapter 5 and hence it is
omitted here.

Marginal tests (Hp : ; = Bio) can also in the multiple linear regression case be
constructed by

A

=

i— Bio

(Zp)ii

~tn—(p+1)). (6-47)
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6.6.1 Confidence and prediction intervals for the line

Now suppose that we want to make a prediction at a new point

Xnew = [11 X1newrs«--s xp,new]/

in order to construct confidence and prediction intervals we calculate the vari-
ance of Yyhew

V(Ynew) = V(xnewﬁ)
= Xnew V(B)xT (6-48)

new

= UaneW(X Tx ) *1erleW,

in practice we will of course replace ¢ with its estimate (6%), and hence use
quantile of the appropriate t-distribution (and standard errors rather than vari-
ances) to calculate confidence intervals. The variance of a single prediction is
calculated by

V(Ynew) = V(*new + €new)
= Xnew V(B)xL.,, + 02 (6-49)
= 0 (1 4 Xnew (X" X) "],

I’IEW) °

The calculations above illustrate that the derivations of variances are relatively
simple, when we formulate our model in the matrix-vector notation.
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6.7 Exercises

Il Exercise 6.1 Nitrate concentration

In order to analyze the effect of reducing nitrate loading in a Danish fjord, it was
decided to formulate a linear model that describes the nitrate concentration in
the fjord as a function of nitrate loading, it was further decided to correct for
fresh water runoff. The resulting model was

Y; = Bo+ B1x1; + Paxai+ &, & ~ N(0,02), (6-50)

where Y; is the natural logarithm of nitrate concentration, x;; is the natural
logarithm of nitrate loading, and x;; is the natural logarithm of fresh water
run off.

a) Which of the following statements are assumed fulfilled in the usual mul-
tiple linear regression model?

1) ¢ =0foralli=1,..,n, and B; follows a normal distribution

2) E[x1) =E[xp) =0and V(e;] = B3

3) Ele] =0and Vie;] = B3

4) ¢; is normally distributed with constant variance, and ¢; and ¢; are
independent for i # j

5) ¢ =0foralli = 1,..,n, and X; follows a normal distribution for

j={12}

The parameters in the model were estimated in R and the following results are
available (slightly modified output from summary):

> summary (lm(y ~ x1 + x2))

Call:
Im(formula = y ~ x1 + x2)

Coefficients:

Estimate Std. Error t value Pr(>|tl)
(Intercept) -2.36500 0.22184 -10.661 < 2e-16
x1 0.47621 0.06169 7.720 3.25e-13
X2 0.08269 0.06977 1.185 0.237
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Residual standard error: 0.3064 on 237 degrees of freedom
Multiple R-squared: 0.3438,Adjusted R-squared: 0.3382
F-statistic: 62.07 on 2 and 237 DF, p-value: < 2.2e-16

b) What are the parameter estimates for the model parameters (ﬁi and 6?)
and how many observations are included in the estimation?

c) Calculate the usual 95% confidence intervals for the parameters (B, B1,
and B»).

d) Onlevel & = 0.05 which of the parameters are significantly different from
0, also find the p-values for the tests used for each of the parameters?

lll Exercise 6.2 Multiple linear regression model

The following measurements have been obtained in a study:

No. 1 2 3 4 5 6 7 8 9 10 11 12 13
y 145 193 081 0.61 155 095 045 1.14 074 098 141 0.81 0.89
x1 058 086 029 020 056 028 0.08 041 022 035 059 022 0.26
x, 071 013 079 020 056 092 001 0.60 0.70 0.73 0.13 096 0.27
No. 14 15 16 17 18 19 20 21 22 23 24 25
y 068 139 153 091 149 138 173 111 1.68 0.66 0.69 1.98
x1 012 0.65 070 030 070 039 072 045 081 0.04 020 0.95
x 021 088 030 0.15 0.09 0.17 025 030 032 0.82 0.98 0.00

It is expected that the response variable y can be described by the independent
variables x; and x,. This imply that the parameters of the following model

should be estimated and tested

Y; = Bo + B1x1 + Pax2 + ¢,

e; ~ N(0,02).
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a) Calculate the parameter estimates (Bo, Bl, ,32, and ?72), in addition find the
usual 95% confidence intervals for By, B1, and B,.
You can copy the following lines to R to load the data:

D <- data.frame(
x1=c(0.58, 0.86,

0.59,
0.45,
x2=c(0.71,
0.13,
0.30,

0.

SO O O O

22,
.81,
.13,
.96,
.32,

.29,
OB
.04,
.79,
.27,
.82,

O O O O O O

O O O O O O

.20,
.12,
.20,
.20,
.21,
.98,

.56, 0.28, 0.08, 0.41, 0.22, 0.35,
.65, 0.70, 0.30, 0.70, 0.39, 0.72,
.95),
.56, 0.92, 0.01, 0.60, 0.70, 0.73,
.88, 0.30, 0.15, 0.09, 0.17, 0.25,
.00),

O O O O O O

y=c(1.45, 1.93, 0.81, 0.61, 1.55, 0.95, 0.45, 1.14, 0.74, 0.98,
1.41, 0.81, 0.89, 0.68,

1.11,

1.68, 0.66, 0.69,

1.39, 1.53, 0.91, 1.49, 1.38, 1.73,
1.98)

b) Still using confidence level & = 0.05 reduce the model if appropriate.

c) Carry out a residual analysis to check that the model assumptions are ful-

filled.

d) Make a plot of the fitted line and 95% confidence and prediction intervals
of the line for x; € [0, 1] (it is assumed that the model was reduced above).

lll Exercise 6.3

MLR simulation exercise

The following measurements have been obtained in a study:

Nr. 1
y 9.9
X1 1.00

X2 4.00

2
12.67
2.00
12.00

3

4

12.42  0.38
3.00 4.00
16.00 8.00

5 6 7 8
2077 9.52 238 7.46
500 6.00 7.00 8.00
32.00 24.00 20.00 28.00
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a) Plot the observed values of y as a function of x; and x;. Does it seem
reasonable that either x; or x; can describe the variation in y?
You may copy the following lines into R to load the data

D <- data.frame(
y=c(9.29,12.67,12.42,0.38,20.77,9.52,2.38,7.46) ,
x1=c(1.00,2.00,3.00,4.00,5.00,6.00,7.00,8.00),
x2=c(4.00,12.00,16.00,8.00,32.00,24.00,20.00,28.00)

)

b) Estimate the parameters for the two models
Y; = Bo+ Pix1i+e, e ~N(0,0%),
and
Yi = o+ Pixi+ei, &~ N(0,0%),

and report the 95% confidence intervals for the parameters. Are any of the
parameters significantly different from zero on a 5% confidence level?

c) Estimate the parameters for the model
Y; = Bo+ Bixi,i + Paxai+e, & ~ (N(0,07), (6-51)

and go through the steps of Method 6.16 (use confidence level 0.05 in all
tests).

d) Find the standard error for the line, and the confidence and prediction in-
tervals for the line for the points (min(x; ), min(xy)), (%1, X2), (max(x1), max(xy)).

e) Plot the observed values together with the fitted values (e.g. as a function
of x1).
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lll Chapter 7

Inference for Proportions

7.1 Categorical data

Until now we have mainly focused on continuous outcomes such as the height
of students. In many applications the outcome that we wish to study is cate-
gorical (7.1). For example, one could want to study the proportion of defective
components in a sample, hence the outcome hass two categories: “defect” and
“non-defect”. Another example could be a study of the caffeine consumption
among different groups of university students, where the consumption could
be measured via a questionnaire in levels: none, 1-3 cups per day, more than 3
cups per day. Hence the categorical variable describing the outcome has three
categories.

In both examples the key is to describe the proportion of outcomes in each cate-

gory.

lll Remark 7.1

A variable is categorical if each outcome belongs to a category, which is one
of a set of categories.

7.2 Estimation of single proportions

We want to be able to find estimates of the population category proportions (i.e.
the “true” proportions). We sometimes refer to such a proportion as the proba-
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bility of belonging to the category. This is simply because the probability that a
randomly sampled observation from the population belongs to the category, is
the proportion of the category in the population.

lll Example 7.2

In a survey in the US in 2000, 1154 persons answered the question whether they
would be willing to pay more for petrol to help the environment. Of the 1154 par-
ticipants 518 answered that they would be willing to do so.

Our best estimate of the proportion of persons willing to pay more (p) is the ob-
served proportion of positive answers

Number of positive answers 218 ) 4480,

P= "Total number of participants” - 1154

This means that our best estimate of the proportion of people willing to pay more
for petrol to help the environment is 44.89%.

In the above example we can think of n = 1154 trials, where we each time have
a binary outcome (yes or no), occuring with the unknown probability p. The
random variable X counts the number of times we get a yes to the question,
hence X follows a binomial distribution B(n, p) with the probability of observ-
ing x successes given by

n
X

pix=x) = (%)ra-pr 7-1)

As mentioned in Example 7.2, our best estimate of the unknown p is the pro-
portion

N X R
p=_, P01 (7-2)
From Chapter 2 we know that if X ~ B(#n, p), then

E(X) = np, (7-3)
V(X) =np(1-p). (7-4)

This means that
=p, (7-5)

V(X) = @ 7-6)

_hp

o
1
n2
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From Equation (7-5) we see that p is an unbiased estimator of the unknown p
and from Equation (7-6) that the standard error (the (sampling) standard devi-

ation) of pis 0y = @. It is important to quantify the uncertainty of the
calculated estimate using confidence intervals. For large samples, the Central
Limit Theorem gives us that the sample proportion p is well approximated by
a normal distribution, and thus a (1 — «)100% confidence interval for the pop-

ulation proportion p is
ptz1 42 0p. (7-7)
However, 05 depends on the unknown p, which we do not know. In practice

we will have to estimate the standard error by substituting the unknown p by
the estimate p.

lll Method 7.3  Proportion estimate and confidence interval

The best estimate of the probability p of belonging to a category (the popu-
lation proportion) is the sample proportion

X

E’ (7'8)

FA’ =
where x is the number of observations in the category and 7 is the total
number of observations.

A large sample (1 — «)100% confidence interval for p is given as
pa—p)

- (7-9)

PEtzi_u/2

ll Remark 7.4

As a rule of thumb the normal distribution is a good approximation of the
binomial distrinution if np and n(1 — p) are both greater than 15.

lll Example 7.5

In the figure below we have some examples of binomial distributions. When we
reach a size where np > 15 and n(1 — p) > 15 it seems reasonable that the bell-
shaped normal distribution will be a good approximation.
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lll Example 7.6

If we return to the survey in Example 7.2, we can now calculate the 95% confidence
interval for the probability (i.e. the proportion willing to pay more for petrol to help
the environment).

We found the estimate of p by the observed proportion to p = % = 0.45. The

standard error of the proportion estimate is

0p =/ p(1—p)/n= v/0.45 - 0.55/1154 = 0.0146.

Since we have np = 1154 - 0.45 = 519.3 and np = 1154 - 0.55 = 634.7, both greater
than 15, we can use the expression from Method 7.3 to get the 95% confidence inter-
val

pE1.96 05 = 0.45+1.96-0.0146 = [0.42,0.48].

From this we can now conclude that our best estimate of the proportion willing to
pay more for petrol to protect the environment is 0.45, and that the true proportion
with 95% certainty is between 0.42 and 0.48. We see that 0.5 is not included in the
confidence interval, hence we can conclude that the proportion willing to pay more
for petrol is less than 0.5 (using the usual a« = 0.05 significance level). We will cover
hypothesis testing for proportions more formally below.
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ll Remark 7.7 What about small samples then?

There exist several ways of expressing a valid confidence interval for p in
small sample cases, that is, when either np < 15 or n(1 — p) < 15. We men-
tion three of these here - only for the last one we give the explicit formula:

Continuity correction

The so-called continuity correction is a general approach to making the
best approximation of discrete probabilities (in this case the binomial
probabilities) using a continuous distribution, (in this case the normal
distribution). We do not give any details here. In fact, a version of such
a correction is the default of the R-function prop. test.

Exact intervals

Probably the most well known of such small sample ways of obtain-
ing a valid confidence interval for a proportion is the so-called exact
method based on actual binomial probabilities rather than a normal
approximation. It is not possible to give a simple formula for these
confidence limits, and we will not explain the details here, but simply
note that they can be obtained by the R-function binom.test. These
will be valid no matter the size of n and p.

“Plus 2”-approach

Finally, a simple approach to a good small sample confidence inter-
val for a proportion, will be to us the simple formula given above in
Method 7.3, but applied to ¥ = x +2 and 71 = n + 4.
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|l Remark 7.8 Confidence intervals for single proportions in R

In R we can use either the function prop.test or binom.test to find the
confidence interval of a single proportion (and some hypothesis testing in-
formation to be described below).

The binom.test uses the exact approach. The prop.test uses a version of
the continuity correction as default and something yet different again when
a continuity correction is not applied (using the option correct=FALSE).

Therefore: none of these (three different) intervals calculated by R coincides
exactly with the formula given in Method 7.3, neither applied to x and n nor
applied to ¥ = x +2 and 77 = n + 4. And vice versa: the exact computational
details of the three different intervals (i.e. with the default correct=TRUE)
calculated by R are not given in the text here.

7.2.1 Testing hypotheses

Hypothesis testing for a single proportion (or probability) p is presented in this
section.

The first step is to formulate the null hypothesis and the alternative as well as
choosing the level of significance a. The null hypothesis for a proportion has
the form

Ho P ="Po (7-10)

where pg is a chosen value between 0 and 1. In Example 7.2, we could be in-
terested in testing whether half of the population, from which the sample was
taken, would be willing to pay more for petrol, hence py = 0.5.

The alternative hypothesis is the two-sided alternative

Hi: p # po. (7-11)
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lll Remark 7.9

As for the t-tests presented in Chapter 3, we can also have one-sided tests
for proportions, i.e. the “less than” alternative

Ho p 2 po (7—12)
Hy : p < po, (7-13)

and the “greater than” alternative

Hy:p < po (7-14)
Hy:p > po, (7-15)

however these are not included further in the material, see the discussion in
Section 3.1.7 (from page 153 in the book), which applies similarly here.

The next step is to calculate a test statistic as a measure of how well our data fits
the null hypothesis. The test statistic measures how far our estimate p is from
the value pj relative to the uncertainty — under the scenario that Hj is true.

So, under Hj the true proportion is pg and the standard error is \/po(1 — po)/n,
thus to measure the distance between p and py in standard deviations we cal-
culate the test statistic

X — npo

Zobs = . (7-16)
7 Vnpo(1—=po)
When H, is true, the test statistic seen as a random variable is
L X _
7= PP _ Gl (7-17)

VPl =po)/n /npo(1—po)’

and follows approximately a standard normal distribution Z ~ N (0,1), when
n is large enough:

ll Theorem 7.10

In the large sample case the random variable Z follows approximately a
standard normal distribution
7= X7 N1, (7-18)
npo(1 = po)

when the null hypothesis is true. As a rule of thumb, the result will be valid
when both npy > 15 and n(1 — py) > 15.
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We can use this to make the obvious explicit method for the hypothesis test:

lll Method 7.11  One sample proportion hypothesis test

1. Compute the test statistic using Equation (7-16)

x — npy
npo(1— po)

Zobs =

2. Compute evidence against the null hypothesis
Hp : p = po, (7-19)
vs. the the alternative hypothesis
Hy - p # po, (7-20)
by the
p-value =2 - P(Z > |zgps])- (7-21)
where the standard normal distribution Z ~ N(0,1?) is used

3. If the p-value < a we reject Hy, otherwise we accept Hy,

or

The rejection/acceptance conclusion can equivalently be based on the
critical value(s) +z1_, /»:
if |Zops| > 214 /2 We reject Hy, otherwise we accept Hy

lll Example 7.12

To conclude Example 7.2 we want to test the null hypothesis
Hy:p=05,
against the alternative

Hy:p #05.
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We have chosen & = 0.05, hence the critical value is the 0.975 quantile in the stan-
dard normal distribution z;_,,, = 1.96. Thus we get the observed value of the test
statistic by

518 — 577

= — —347.
V115405 - (1—0.5)

Zobs

Since z = —3.47 < —1.96 then we reject Hy. The p-value is calculated as the proba-
bility of observing z.,s or more extreme under the null hypothesis

2. P(Z > 3.47) = 0.0005.

We can get this directly using R:

prop.test(x=518, n=1154, p = 0.5, correct = FALSE)

1-sample proportions test without continuity
correction

data: 518 out of 1154, null probability 0.5
X-squared = 12, df = 1, p-value = 0.0005
alternative hypothesis: true p is not equal to 0.5
95 percent confidence interval:

0.4204 0.4777

sample estimates:

p
0.4489

Note that the results are exactly the same as when calculated by hand even though
the test statistic used is actually Z> ~ x? with one degree of freedom, since this is
the same as saying Z ~ N(0, 1). This is explained in detail later in the chapter.

7.2.2 Sample size determination

Before conducting a study, it is important to consider the sample size needed to
achieve a wanted precision. In the case with a single probability to estimate, we
see that the error we make when using the estimator p = £ is given by |% —-p ‘
Using the normal approximation (see Thoerem 7.3) we can conclude that the
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error will be bounded by
X (1-p)
Z b <z B (7-22)
with probability 1 — a. Thus the Margin of Error (ME) of the estimate becomes

ME =21 o2 @. (7-23)

Similar to the method given for quantitative data in Method 3.62, we can use
Equation (7-23) to determine the needed sample size in a single proportions
setup. Solving for n we get:

lll Method 7.13  Sample size formula for the Cl of a proportion

Given some “guess” (scenario) of the size of the unknown p, and given some
requirement to the ME-value (required expected precision) the necessary
sample size is then

2
n=p(l—p)(A2)". (7-24)

If p is unknown, a worst case scenario with p = 1/2 is applied and necessary
sample size is

The expression in Equation (7-25) for n when no information about p is available
is due to the fact that p(1 — p) is largest for p = 1/2, so the required sample size
will be largest when p = 1/2.

Method 7.13 can be used to calculate the sample size for a given choice of ME.

7.3 Comparing proportions in two populations

For categorical variables we sometimes want to compare the proportions in two
populations (groups). Let p; denote the proportion in group 1 and p; the pro-
portion in group 2. We will compare the groups by looking at the difference in
proportions p; — p2, which is estimated by p; — p».
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Il Example 7.14

In a study in the US (1975) the relation between intake of contraceptive pills (birth
control pills) and the risk of blood clot in the heart was investigated. The following
data were collected from a participating hospital:

Contraceptive pill | No pill
Blood clot 23 35
No blood clot 34 132
Total 57 167

We have a binary outcome blood clot (yes or no) and two groups (pill or no pill). As
in Section 7.2 we find that the best estimates of the unknown probabilities are the
observed proportions

_ "Number of blood clots in the pill group" @

1 = =_—-=04 7-2
p1 "Number of women in the pill group" 57 04035, (7-26)
" ber of blood clots in th ill "
py = I\"Ium er of blood clo §1n enopl grouP _ 3 _ 0.2096. (7-27)
Number of women in the no pill group 167
The difference in probabilities is estimated to be
p1— p2 = 0.4035 — 0.2096 = 0.1939. (7-28)

Thus the observed probability of getting a blood clot, was 0.1939 higher in the con-
traceptive pill group than in the no pill group.

We have the estimate p; — po of the difference in probabilities p; — p» and the
uncertainty of this estimate can be calculated by:
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lll Method 7.15

An estimate of the standard error of the estimator p; — pp is

. [;=p1) | pa(l—po) ]
Op1—p2 = \/ n + 1y : (7-29)

The (1 — «)100% confidence interval for the difference p; — py is

(P1—P2) £ 21-a/2" O~y (7-30)

This confidence interval requires independent random samples for the two
groups and large enough sample sizes 11 and n,. A rule of thumb is that
n;p; > 10 and n;(1 — p;) > 10 for i = 1,2, must be satisfied.

ll Remark 7.16
The standard error in Method 7.15 can be calculated by

V(p1—p2) = V(p1) + V(p2) = 65, + 03, (7-31)
(7-32)

Notice, that the standard errors are added (before the square root) such that
the standard error of the difference is larger than the standard error for the
observed proportions alone. Therefore in practice the estimate of the differ-
ence p; — P will often be further from the true difference p; — p, than p;
will be from p; or p, will be from p;.

lll Example 7.17

Returning to Example 7.14 where we found the estimated difference in probability
to be

p1 — p2 = 0.4035 — 0.2096 = 0.1939. (7-33)
The estimated standard error of the estimate is
. 0.4035(1 — 0.4035) ~ 0.2096(1 — 0.2096)
T = \/ 57 * 167
A 99% confidence interval for this difference is then

(1 — P2) + 20995 - O, p, = 0.1939 4+ 2.5758 - 0.0722 = [0.0079,0.3799].  (7-35)

= 0.0722. (7-34)
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Hence our best estimate of the difference is 0.19 and with very high confidence the
true difference is between 0.008 and 0.38.

We find that 0 is not included in the confidence interval, so 0 is not a plausible value
for the difference p; — p. The values in the confidence interval are all positive and
therefore we can conclude that (p; — p2) > 0, that is p; > pp, i.e. the probability of
blood clot is larger in the contraceptive pill group than in the no pill group.

We can also compare the two proportions p; and p, using a hypothesis test. As
in Method 7.11, there are four steps when we want to carry out the test. The
first step is to formulate the hypothesis and the alternative.

The null hypothesis is Hy : p; = p» and we will denote the common proportion
p, and choose a two-sided alternative Hj : p; # pa.

In the second step we calculate a test statistic measuring how far p; — p, falls
from 0, which is the value of p; — p> under Hy.

Under Hy, we only have one proportion p (since p; = p2 = p). The best estima-
tor for this common proportion is the overall observed proportion

X1+ X2
ny+ny’

p= (7-36)
When the two sample sizes n; and n, are similar, this pooled estmate of the
overall proportion will be approximately half way between p; and p», but oth-
erwise the pooled estimate will be closest to the estimate from the largest sample
size.
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lll Method 7.18 Two sample proportions hypothesis test

The two-sample hypothesis test for comparing two proportions is given by
the following procedure:

1. Compute, with p = %, the test statistic
Zobs = L= P2 (7-37)
\/ﬁ(l -9 (2+2)

2. Compute evidence against the null hypothesis

Hy : p1 = po, (7-38)
vs. the the alternative hypothesis
Hy : p1 # p2, (7-39)
by the
p-value =2 - P(Z > |zgps])- (7-40)
where the standard normal distribution Z ~ N(0,1?) is used
3. If the p-value < & we reject Hy, otherwise we accept H,

or

The rejection/acceptance conclusion can equivalently be based on the
critical value(s) £z1_,/2:
if |Zops| > 214 /2 We reject Hy, otherwise we accept Hy

lll Example 7.19

In Example 7.17 we tested whether the probability of blood clot is the same for the
group taking the pills as for the group without pills using the CI. The null hypothesis
and alternative are

Hop : p1 = po,
Hy:p1 # pa.

This time we will test on a 1% significance level (« = 0.01).
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The pooled estimate of the probability of blood clot under Hy is

23 +35

p— o2 g9
P=57 1167 = 0%

which is closest to the estimate from the largest group p, = 0.210.
According to Method 7.15 the test statistic is
p1— P2 0.194
Zobs = ~ 1 1 = 1 1
JPA=PGE+L)1/0259(1-0259) (4 + )

= 2.89.

The p-value is calculated by looking up zqp,s in a standard normal distribution (i.e.
N(0,1))

2P(Z > 2.89) = 0.0039 < 0.01.

As the p-value is less than 0.01 we can reject the null hypothesis of equal probabili-
ties in the two groups.

Instead of doing all the calculations in steps, we can use the function prop.test () to
test the hypothesis (remember prop.test () calculates Z? instead of Z as explained
later in the chapter).

prop.test(x=c(23,35), n=c(57,167), correct=FALSE, conf.level=0.99)

2-sample test for equality of proportions without
continuity correction

data: c¢(23, 35) out of c(57, 167)
X-squared = 8.3, df = 1, p-value = 0.004
alternative hypothesis: two.sided
99 percent confidence interval:
0.007922 0.379934
sample estimates:
prop 1 prop 2
0.4035 0.2096

7.4 Comparing several proportions

In the previous Section 7.3, we were interested in comparing proportions from
two groups. In some cases we might be interested in proportions from two
or more groups, or in other words if several binomial distributions share the
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same parameter p. The data can be setup in a 2 x ¢ table, where "Success" is the
response we are studying (e.g. a blood clot occurs) and "Failure" is when the
response does not occur (e.g. no blood clot).

Group 1 | Group 2 Group ¢ | Total
Success X1 X X¢ X
Failure | ny —x1 | np — xo Ne—Xe | n—x
Total n1 1o ne n

We are then interested in testing the null hypothesis

Hy:pr=p2o=...=pc.=p (7-41)
against the alternative hypothesis: that the probabilities are not equal (or more
precisely: that that at least one of the probabilities is different from the others).

Under Hj the best estimator for the common p is the overall observed propor-
tion

5= = 2
p—n. (7-42)

To test the null hypothesis, we need to measure how likely it is to obtain the
observed data (or more extreme) under the null hypothesis. So, under the sce-
nario that the null hypothesis is true, we can calculate the expected number of
successes in the jth group as

. x
61]' = 1’1]' P = T’l]' : E’ (7-43)
and the expected number of failures is
. n—x
ey =mn;-(1—p)=n;- ( ) (7-44)

n

Notice, that the expected number for a cell is calculated by multiplying the row
and column totals for the row and column, where the cell belongs and then
dividing by the grand total n.



Chapter 7 |||| 7.4 COMPARING SEVERAL PROPORTIONS 331

I Method 7.20  The multi-sample proportions x>-test
The hypothesis

Hy:pr=p2=...=pc=p, (7-45)
can be tested using the test statistic

2

Kobs = ZZ o~ e5)” (7-46)

i=1j=1 €ij

where 0;; is the observed number in cell (7, j) and ¢;; is the expected number
in cell (i, ).

The test statistic ngs should be compared with the x?-distribution with ¢ — 1
degrees of freedom.

The x2-distribution is approximately the sampling distribution of the statis-
tics under the null hypothesis. The rule of thumb is that it is valid when all
the computed expected values are at least 5: ¢;; > 5.

The test statistic in Method 7.20 measures the distance between the observed
number in a cell and what we would expect if the null hypothesis is true. If the
hypothesis is true then x? has a relatively small value, as most of the cell counts
will be close to the expected values. If Hy is false, some of the observed values
will be far from the expected resulting in a larger x2.

lll Example 7.21

Returning to Example 7.19 we can consider a 2 x 2 table as a case of a 2 X c table.
We can organize our table with "Success" and "Failure" in the rows and groups as
the columns.

Contraceptive pill | No pill | Total
Blood clot 23 35 58
No blood clot 34 132 166
Total 57 167 224

Here x =23 +35 =58 and n = 224

For each cell we can now calculate the expected number if Hy is true. For the pill
and blood clot cell we get

58 - 57
6’1,1 - ﬂ == 1476, (7‘47)
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but we only observed 23 cases.

For the no pill and blood clot cell we get

58 - 167
12 o = 43.24, (7-48)
which is more than the observed 35 cases.
In the following table we have both the observed and expected values.
Birth control pill | No birth control pill Total
Blood clot 011 =23 012 = 35 x =58
€11 — 14.76 €1y — 43.24
No blood clot 0y1 = 34 02 =132 (n—x) =166
e = 42.24 o = 123.8
Total ny =57 n, = 167 n =224
The observed x? test statistic can be calculated
,» _ (23—1476)% (35—43.24)2 (34—4224)7 (132-—123.8)%2 8.33
Xobs = 14.76 43.24 42.24 123.8 o
(7-49)

We then find the p-value, by calculating how likely it is to get 8.33 or more extreme if
the null hypothesis is true, using the x? distribution with c — 1 = 2 — 1 = 1 degrees
of freedom

p-value = P(x? > 8.33) = 0.0039, (7-50)

which is exactly the same as the result in Example 7.14. Do the same with the
chisq.test () function in R:
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#READING THE LE INTO R

pill.study <- matrix(c(23, 35, 34, 132), ncol = 2, byrow = TRUE)
rownames (pill.study) <- c("Blood Clot", "No Clot")
colnames(pill.study) <- c("Pill", "No pill")

pill.study

Pill No pill

Blood Clot 23 35
No Clot 34 132

# CHIZ2 TEST FOR TESTING THE PROBABILITIES FOR THE TWO GROUPS ARE EQUAL
chisq.test(pill.study, correct = FALSE)
Pearson's Chi-squared test

data: pill.study
X-squared = 8.3, df = 1, p-value = 0.004

#IF WE WANT THE EXPECTED NUMBERS SAVE result IN AN OBJECT
chi <- chisq.test(pill.study, correct = FALSE)

#THE EXPECTED VALUES
chi$expected

Pill No pill
Blood Clot 14.76  43.24
No Clot 42.24 123.76

In Section 7.3 we presented a z-test for the hypothesis Hy : p; = p2, where
Zobs = ~ Pl ,\_ p12 B
VPA-PI(E+ 1)

and in this section we have just seen a x? test that can also be used for 2 x 2
tables. Using some algebra it turns out that the two tests are equivalent

Xops = Zopss (7-51)

and they give exactly the same p-value for testing Hy : p; = p; against Hj :
p1 7 P2
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7.5 Analysis of Contingency Tables

Until now we have been looking at 2 x ¢ tables, but we can also have a more
general setup with 7 X c tables that arise when two categorical variables are
cross-tabulated. Such tables usually arise from two kinds of studies. First, we
could have samples from several groups (as in Section 7.4), but allowing for
more than two outcome categories. An example of this could be an opinion poll,
where three samples were taken at different time points by asking randomly
selected persons whether they supported either: Candidate 1, Candidate 2 or
were undecided. Here we want to compare the distribution of votes for the
three groups (i.e. over time).

The other setup giving rise to an r x c table is when we have samples with two
paired categorical variables with same categories (i.e. both variables are mea-
sured on each observational unit). This might happen if we had a sample of
students and categorized them equivalently according to their results in En-
glish and mathematics (e.g. good, medium, poor). These tables are also called
contingency tables.

The main difference between the two setups is: in the first setup the column
totals are the size of each sample (i.e. fixed to the sample sizes), whereas in the
second setup the column totals are not fixed (i.e. they count outcomes and the
grand total is fixed to the sample size). However, it turns out that both setups
are analysed in the same way.

7.5.1 Comparing several groups

In the situation comparing several groups, the hypothesis is that the distribu-
tion is the same in each group

Ho:pn=pn=...=pi=pi forallrowsi=1,2,...,r. (7-52)

So the hypothesis is that the probability of obtaining an outcome in a row cate-
gory does not depend on the given column.

As in Section 7.4 we need to calculate the expected number in each cell under
Ho

. "ith row total" X;
ejj = "jth column total" - =M= (7-53)
grand total n
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lll Method 7.22  The r x c frequency table y>-test
For an r x c table the hypothesis
Ho:pn=pn=...=pi =pi forallrowsi=1,2,...,r, (7-54)
is tested using the test statistic
(0 — €;i)?
Xobs = Z Z o — ey)” (7-55)

i=1j=1 €ij

where 0;; is the observed number in cell (7,j) and ¢;; is the expected number
in cell (i,7). This test statistic should be compared with the x2-distribution
with (r — 1)(c — 1) degrees of freedom and the hypothesis is rejected at sig-
nificance level w if

Xops > Xi_a((r=1)(c—1)). (7-56)

From Method 7.22, we see that we use the same test statistic as for 2 x ¢ tables
measuring the distance between the observed and expected cell counts. The
degrees of freedom (r — 1)(c — 1) occurs because only (r — 1)(c — 1) of the ex-
pected values ¢;; need to be calculated — the rest can be found by subtraction
from the relevant row or column totals.

lll Example 7.23

An opinion poll has been made at three time points (4 weeks, 2 weeks and 1 week
before the election) each time 200 participants was asked who they would vote for:
Candidate 1, Candidate 2 or were undecided. The following data was obtained:

4 weeks before | 2 weeks before | 1 week before | Row total
Candidate 1 79 91 93 263
Candidate 2 84 66 60 210
Undecided 37 43 47 127
Column total 200 200 200 600

Note, that in this poll example the sample sizes are equal (i.e. n; = ny = n3z = 200),
however that is not a requirement.

We want to test the hypothesis that the votes are equally distributed in each of the
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three polls

Ho: pi1 = pin = pis, forallrowsi =1,2,3. (7-57)

The expected number of votes under H is calculated for the "Candidate 2" - "2 weeks
before" cell of the table

"2'nd row total" ~210-200
"grand total" 600

e3> = "2'nd column total" - 70. (7-58)

Continuing in the same way we can calculate all the expected cell counts:

4 weeks before | 2 weeks before | 1 week before
Candidate 1 011 = 79 012 = 91 013 = 93
e11 = 87.67 €12 = 87.67 €13 = 87.67
Candidate 2 071 = 84 077 = 66 073 = 60
€1 = 70.00 €2 = 70.00 €23 = 70.00
Undecided 031 = 37 03 =43 033 = 47
€31 — 42.33 €3 — 42.33 €33 — 42.33

Looking at this table, it seems that 4 weeks before, Candidate 1 has less votes than
expected while Candidate 2 has more, but we need to test whether these differences
are statistically significant.

We can test the hypothesis in Equation (7-52) using a x? test with (3 —1)(3—1) =4
degrees of freedom.

However, first we will calculate the observed column percentages and plot them:



Chapter 7 ||| 7.5 ANALYSIS OF CONTINGENCY TABLES 337

#READING THE :LE INTO R

poll <- matrix(c(79, 91, 93, 84, 66, 60, 37, 43, 47), ncol = 3,
byrow = TRUE)

colnames(poll) <- c("4 weeks", "2 weeks", "1 week")

rownames (poll) <- c("Candl", "Cand2", "Undecided")

#COLUMN PERCENTAGES
colpercent<-prop.table(poll, 2)
colpercent

4 weeks 2 weeks 1 week
Cand1 0.395 0.455 0.465
Cand?2 0.420 0.330 0.300
Undecided 0.185 0.215 0.235

barplot (t(colpercent), beside = TRUE, col = 2:4, las = 1,
ylab = "Percent each week", xlab = "Candidate",
"Distribution of Votes")

legend( legend = colnames(poll), fill = 2:4,"topright", cex = 0.7)

main
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From the bar plot it could seem that the support for Candidate 2 decreases as the
election approaches, but we need to test whether this is significant. In the following
R code the hypothesis, stating that the distribution at each time point is the same, is
tested:
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chi <- chisq.test(poll, correct = FALSE)
chi

Pearson's Chi-squared test

data: poll
X-squared = 7, df = 4, p-value = 0.1

chi$expected

4 weeks 2 weeks 1 week
Cand1l 87.67 87.67 87.67
Cand?2 70.00 70.00 70.00
Undecided 42.33 42.33 42.33

From the x? test we get an observed test statistic of 6.96, and we must now calculate
how likely it is to obtain this value or more extreme from a x2-distribution with 4
degrees of freedom. It leads to a p-value of 0.14, so we accept the null hypothesis
and find that there is no evidence showing a change in distribution among the three
polls.

7.5.2 Independence between the two categorical variables

When the only fixed value is the grand total, then the hypothesis we are inter-
ested in concerns independence between the two categorical variables

Hy : "The two variables are independent”, (7-59)
Hj : "The two variables are not independent (they are associated)".

Using the cell proportions p;; the null hypothesis can be written as:
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ll Theorem 7.24

To test if two categorical variables are independent the null hypothesis
Hp : pij = pi.p, foralli,j, (7-60)

where p; = Z]C':1 pij is the proportion of row i and pj = Yo 4 pij is the
proportion of column j, is tested.

The p-value for the observed result under this null hypothesis is calculated
using the x? test statistic from Method 7.22.

lll Example 7.25

A group of 400 students have had an English test and a mathematics test. The results
of each test a categorized as either bad, average or good.

English Mathematics

Bad | Average | Good | Row total
Bad 23 60 29 112
Average 28 79 60 167
Good 9 49 63 121
Column total | 60 188 152 400

We want to test the hypothesis of independence between results in English and
mathematics. First we read the data into R and calculate proportions and totals:

results <- matrix(c(23, 60, 29, 28, 79, 60, 9, 49, 63), ncol = 3,
byrow = TRUE)

colnames (results) <- c("MathBad", "MathAve", "MathGood")

rownames (results) <- c("EngBad", "EngAve", "EngGood")
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#PERCENTAGES
prop.table(results)

MathBad MathAve MathGood

EngBad 0.0575 0.1500 0.0725
EngAve 0.0700 0.1975 0.1500
EngGood 0.0225 0.1225 0.1575

#ROW TOTALS
margin.table(results, 1)

EngBad EngAve EngGood
112 167 121

#COLUMN TOTALS
margin.table(results, 2)

MathBad MathAve MathGood
60 188 152

We want to calculate the expected cell count if Hy is true. Consider the events "good
English result" and "good mathematics result” corresponding to cell (3,3). Under
the hypothesis of independence, we have

p3s = P("Good English and Good Maths") = P("Good English") - P("Good Maths")

(7-61)
From the calculated row and column totals, we would estimate
121 152
pis = | — ) - (2= 7-62
pas <400) (400)’ (7-62)
and out of 400 students we would expect
o 121\ 152\ . 152

The method of calculating the expected cell counts is exactly as before. For the
“Good English and Good Mathematics” cell the expected value is less than the ob-
served 63. Continuing in this way, we can calculate all the expected cell counts:

English Mathematics
Bad Average Good
Bad 011 = 23 012 = 60 013 = 29
€11 = 16.80 €12 = 52.64 €13 = 42.56
Average | 01 = 28 0 =79 023 = 60
ey1 = 25.05 | exp = 7849 | ex3 = 63.46
Good 031 = 9 03 = 49 033 = 63
€31 = 18.15 €3) = 56.87 €33 = 45.98
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We can see that we have more students than expected in the Good - Good cell and
less than expected in the two Bad - Good cells. We can now test the hypothesis of
independence between English and mathematics results:

chi <- chisq.test(results, correct = FALSE)
chi

Pearson's Chi-squared test

data: results
X-squared = 20, df = 4, p-value = 0.0005

chi$expected

MathBad MathAve MathGood
EngBad 16.80 52.64 42 .56
EngAve 25.056 78.49 63.46
EngGood 18.15 56.87 45.98

The x?-test gives a test statistic of 20.18, which under Hj follows a x2-distribution
with 4 degrees of freedom leading to a p-value of 0.0005. This means that the hy-
pothesis of independence between English and mathematics results is rejected.

Even though the hypothesis were formulated differently in the first setup when
comparing several groups, compared to the second setup with the hypothesis on
independence of two categorical variables, it turns out that the first hypothesis (7-52)
is also about independence. Two events are independent if

P(Aand B) = P(A) - P(B), (7-64)

which expresses: the probability of both event A and event B occurring is equal
to the probability of event A occurring times the probability of event B occuring.

Another way of defining independence of two variables is through condition-
ing. Two events are independent if

P(A|B) = P(A), (7-65)

which states: the probability of event A does not change if we have informa-
tion about B. In the first Example 7.23 the probability of voting for Candidate
1 is the same irrespective of week and therefore the distribution in one week is
independent of the results from the other weeks.
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7.6 Exercises

|l Exercise 7.1 Passing proportions

To compare the level of 2 different courses at a university the following grades
distributions (given as number of pupils who achieved the grades) were regis-
tered:

Course1l Course 2 | Row total
Grade 12 20 14 34
Grade 10 14 14 28
Grade 7 16 27 43
Grade 4 20 22 42
Grade 2 12 27 39
Grade 0 16 17 33
Grade -3 10 22 32
Column total 108 143 251

The passing proportions for the two courses, p; and p; should be compared. As
the grades -3 and 0 means not passed, we get the following table of the number
of students:

Course1 Course 2 | Row total
Passed 82 104 186
Not passed 26 39 65
Column total 108 143 251

a) Compute a 95% confidence interval for the difference between the two
passing proportions.

b) What is the critical values for the x-test of the hypothesis Hy : p1 = pa
with significance level « = 0.01?

c) If the passing proportion for a course given repeatedly is assumed to be
0.80 on average, and there are 250 students who are taking the exam each
time, what is the expected value, i and standard deviation, ¢, for the num-
ber of students who do not pass the exam for a randomly selected course?
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ll Exercise 7.2 Outdoor lighting

A company that sells outdoor lighting, gets a lamp produced in 3 material vari-
ations: in copper, with painted surface and with stainless steel. The lamps are
sold partly in Denmark and partly for export. For 250 lamps the distribution of
sales between the three variants and Denmark/export are depicted. The data is
shown in the following table:

Country
Danmark | Export
Copper variant 7.2% 6.4%
Painted variant 28.0% 34.8%
Stainless steel variant 8.8% 14.8%

a) Is there a significant difference between the proportion exported and the
proportion sold in Denmark (with « = 0.05)?

b) The relevant critical value to use for testing whether there is a significant
difference in how the sold variants are distributed in Denmark and for
export is (with & = 0.05)?

lll Exercise 7.3 Local elections

At the local elections in Denmark in November 2013 the Social Democrats (A)
had p = 29.5% of the votes at the country level. From an early so-called exit
poll it was estimated that they would only get 22.7% of the votes. Suppose the
exit poll was based on 740 people out of which then 168 people reported having
voted for A.

a) At the time of the exit poll the p was of course not known. If the following
hypothesis was tested based on the exit poll

Ho:p = 0295
Hi : p # 0.295,

what test statistic and conclusion would then be obtained with &« = 0.001?
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b) Calculate a 95%-confidence interval for p based on the exit poll.

c) Based on ascenario that the proportion voting for particular party is around
30%, how large an exit poll should be taken to achieve a 99% confidence
interval having a width of 0.01 in average for this proportion?

lll Exercise 7.4 Sugar quality

A wholesaler needs to find a supplier that delivers sugar in 1 kg bags. From two
potential suppliers 50 bags of sugar are received from each. A bag is described
as 'defective’ if the weight of the filled bag is less than 990 grams. The received
bags were all control weighed and 6 defective from supplier A and 12 defective
from supplier B were found.

a) If the following hypothesis

Hp : pa = ps,
Hi :pa # pe.

is tested on a significance level of 5%, what is the p-value and conclusion?

b) A supplier has delivered 200 bags, of which 36 were defective. A 99%
confidence interval for p the proportion of defective bags for this supplier
is:

c) Based on the scenario, that the proportion of defective bags for a new sup-
plier is about 20%, a new study was planned with the aim of obtaining an
average width, B, of a 95% confidence interval. The Analysis Department
achieved the result that one should examine 1537 bags, but had forgotten
to specify which value for the width B, they had used. What was the value
used for B?
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lll Exercise 7.5 Physical training

A company wants to investigate whether the employees’ physical training con-
dition will affect their success in the job. 200 employees were tested and the

following count data were found:

345

Physical training condition

Below average

Average

Above average

Bad job succes
Average job succes
Good job succes

11
14
5

27
40
23

15
30
35

The hypothesis of independence between job success and physical training con-

dition is to be tested by the use of the for this setup usual x> —test.

a) What is the expected number of individuals with above average training
condition and good job success under Hy (i.e. if Hyp is assumed to be true)?

b) For the calculation of the relevant x>-test statistic, identify the following

two numbers:

— A: the number of contributions to the test statistic

— B: the contribution to the statistic from table cell (1,1)

c) The total x>-test statistic is 10.985, so the p-value and the conclusion will

be (both must be valid):
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|l Chapter 8

Comparing means of multiple groups
- ANOVA

8.1 Introduction

In Chapter 3 the test of difference in mean of two groups was introduced
H() : U1 — U2 = 50. (8-1)

Often we are interested in testing if the mean of the two groups are different
(Ho : 1 = u2), against the alternative (y; # p2). Often we will face a situ-
ation where we have data in multiple (more than two) groups leading to the
natural extension of the two-sample situation to a multi-sample situation. The
hypothesis of k groups having the same means can then be expressed as

Ho: w=p=---= . (8-2)

Or in words we have k groups (often refered to as treatments) and we want to
test if they all have the same mean against the alternative that at least one group
is different from the other groups. Note, that the hypothesis is not expressing
any particular values for the means, but just that they are all the same.

The purpose of the data analysis in such a multigroup situation can be ex-
pressed as a two-fold purpose:

1. Answer the question: are the group means (significantly) different (hy-
pothesis test)?

2. Tell the story about (or “quantify”) the groups and their potential differ-
ences (estimates and confidence intervals)
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The statistical analysis used for such an analysis is called one-way Analysis
of Variance (ANOVA). Though there is an initial contradiction in the name, as
ANOVA is used to compare the means of populations and not their variances,
the name should not be met with confusion. An ANOVA expresses how dif-
ferent the means of k populations are by measuring how much of the variance
in data is explained by grouping the observations (in other words: the variance
explained by fitting a model with a mean for each population). If enough of the
variation is explained, then a significant difference in population means can be
concluded.

The one-way ANOVA is the natural multi-sample extension of the indepen-
dent two-sample setup covered in Chapter 3. We will also present a natural
multi-sample extension of the two paired-sample situation from Chapter 3. This
generalization, where the k samples are somehow dependent, e.g. if the same
individuals are used in each of the groups, is called two-way ANOVA.

8.2 One-way ANOVA

8.2.1 Data structure and model

As mentioned above we assume that we have data from k groups, also assume
n; repetitions in group (i), this imply that we can order data in a table like:

Tl’l ]/11 e ]/Lnl

Ti’k yk,l e ykz”k

The total number of observations is n = 25'{:1 n;, note that there does not have
to be the same number of observations within each group (treatment).

As for the two-sample case in Chapter 3 there are some standard assumptions
that are usually made in order for the methods to come to be 100% valid. In
the case of one-way ANOVA, these assumptions are expressed by formulating
a “model” much like how regression models in Chapters 5 and 6 are expressed

The model is expressing that the observations come from a normal distribution
within each group, that each group (i) has a specific mean, and that the variance
is the same (02) for all groups. Further, we see explicitly that we have a number
of observations (1;) within each group (j =1, ..., n;).
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Figure 8.1: Conceptual plot for the ANOVA problem.

As noted above the relevant hypothesis to fulfill the first purpose of the analysis
is that of equal group means (8-2). It turns out that a slight modification of (8-3)
is convenient

Yl‘]‘ =pu+u;+ €ij,  Eij ~ N(O, 0’2). (8-4)

Now, the situation is described with a y that corresponds to the overall mean
(across all groups), and then a; = p; — u is the difference between each group
mean and the overall mean. The individual group mean is then y; = u + a;,
and the null hypothesis is expressed as

HO:le:'--:ock:Q (8-5)

with the alternative H; : a; # 0O for at least one i. The concept is illustrated in
Figure 8.1 (for k = 3), the black dots are the measurements Yij, the red line is the
overall average, red dots are the average within each group, and the blue lines
are the difference between group average and the overall average (&;).

Let’s have a look at an example, before we discuss the analysis in further details.
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|l Example 8.1 Basic example

The data used for Figure 8.1 is given by:

Group A | Group B | Group C
2.8 5.5 5.8
3.6 6.3 8.3
3.4 6.1 6.9
2.3 5.7 6.1

The question is of course: is there a difference in the means of the groups (A, B and
C)? We start by having a look at the observations:

y <- c(2.8, 3.6, 3.4, 2.3,
5.5, 6.3, 6.1, 5.7,
5.8, 8.3, 6.9, 6.1)
treatm <- factor(c(l, 1, 1, 1,
2, 2, 2, 2,
3, 3, 3, 3))
plot(treatm,y)

By using factor the treatments are not considered as numerical values by R, but
rather as factors (or grouping variables), and the default plot is a box plot of the
within group variation. This plot gives information about the location of data and
variance homogeneity (the model assumption), of course with only 4 observations
in each group it is difficult to asses this assumption.

Now we can calculate the parameter estimates (/i and &;) by:
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mu <- mean(y)

muis <- tapply(y, treatm, mean)
alpha <- muis - mu

mu

[1] 5.233

muis

1 2 3
3.025 5.900 6.775

alpha

1 2 3
-2.2083 0.6667 1.5417

So our estimate of the overall mean is I = 5.23, and the group levels (offsets from
the overall sample mean) are &; = —2.21, &, = 0.67 and &3 = 1.54. The question we
need to answer is: how likely is it that the observed differences in group means are
random variation? If this is very unlikely, then it can be concluded that at least one
of them is significantly different from zero.

The shown use of the tapply function is a convenient way of finding the mean of y
for each level of the factor treatm. By the way if the mean is substituted by any other
R-function, e.g. the variance, we could similarly find the sample variance within
each group (we will have a closer look at these later):

tapply(y, treatm, var)

1 2 3
0.3492 0.1333 1.2492

8.2.2 Decomposition of variability, the ANOVA table

A characteristic of ANOVA in general and one-way ANOVA specifically is the
fact that the overall variability (measured by the total variation) decomposes
into interpretable components — it is these components which are used for hy-
pothesis testing and more. For the one-way ANOVA presented in this section
the total variation, that is, the variation calculated across all the data completely
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ignoring the fact that the data falls in different groups, can be decomposed into
two components: a component expressing the group differences and a compo-
nent expressing the (average) variation within the groups:

ll Theorem 8.2 Variability decomposition
The total sum of squares (SST) can be decomposed into sum of squared
errors (SSE) and treatment sum of squares (55(Tr))
k n; ) k n; ) k )
YN wi—w) =YY (ij—5:)"+ Y ni(7i —7)° (8-6)
i=1j=1 i=1j=1 i=1
SST SSE SS(Tr)
where
1k i
y=- Y. )y Gi= - ) i (8-7)
j=1j=1 I j=1
Expressed in short form
SST = SS(Tr) + SSE. (8-8)

Before we turn to the proof of the theorem, we will briefly discuss some in-
terpretations and implications of this. First we look at each of the three terms
separately.

The SST expresses the total variation. Let us compare with Equation (1-6) the
formula for sample variance
1 n
2

s = Y (i — %) (8-9)

|

We can see that if the sample variance formula is applied to the the y;;s joined
into a single sample (i.e. a single index counts through all the n observations),
then the sample variance is simply SST divided by n — 1. The sample variance
expresses then the average variation per observation. Therefore, we have

SST =(n—1) -sﬁ,

where sﬁ is the sample variance for all the y;js seen as a single sample (i.e. a
sample from single population).

(8-10)

The group mean differences are quantified by the SS(Tr) component, which
can basically be seen directly from the definition, where the overall mean is



Chapter 8 ||| 8.2 ONE-WAY ANOVA 352

subtracted from each group mean. As discussed above it can alternatively be
expressed by deviations &;

k
SS(Tr) = Y ni(yi —9)* = Y_ mid?, (8-11)
i=1 i=1

so SS(Tr) is the sum of squared «;’s multiplied by the number of observations
in group n;.

lll Remark 8.3

SS(Tr) is also the key expression to get the idea of why we call the whole
thing “analysis of variance”: if we, for a second, assume that we have the
same number of observations in each group: n; = ... = ng, and let us call
this common number m. Then we can express SS(Tr) directly in terms of the
variance of the k means

SS(Tr) = (k—1) -m-s; (8-12)

means’

where

1 k
Srzneans = k—1 Z(gz - y)z (8-13)
i=1

1

Let us emphasize that the formulas of this remark is not thought to be for-
mulas that we use for practical purposes, but they are expressed to show ex-
plicitly that “SS(Tr) quantifies the group differences by variation”. Another
way of thinking of SS(Tr) is that it quantifies the “the variance explained by
grouping the observations”, i.e. the variance explained by fitting a model
with a mean for each group.

Finally, SSE expresses the average variability within each group, as each in-
dividual observation y;; is compared with the mean in the group to which it
belongs. In Figure 8.1 these are the differences between each of the black dots
with the relevant read dot. Again we can link the formula given above to basic
uses of the sample variance formula:
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ll Theorem 8.4  Within group variability

The sum of squared errors SSE divided by n — k, also called the residual
mean square MSE = SSE/(n — k) is the weighted average of the sample
variances from each group

SSE (ng — 1)5% + 4 (g — 1)3%

= = -14
MSE = — — : (8-14)
where s? is the variance within the ith group
1 &
st = o —7 L — 9" (8-15)
n—1

i=1

When k = 2, that is, we are in the two-sample case presented in Section 3.2,
the result here is a copy of the pooled variance expression in Method 3.51

(n1 —1)s2 4 (np — 1)s3
n—2 '

Fork=2: MSE =s, = (8-16)

Intuitively, we would say that if some of the &;’s are large (in absolute terms),
then it is evidence against the null hypothesis of equal means. So a large SS(Tr)
value is evidence against the null hypothesis. It is also natural that “large”
should be relative to some variation. SSE is the within group variation, and it
also seems reasonable that if &; is large and the variation around fl; is small then
this is evidence against the null hypothesis. It does therefore seem natural to
compare SS(Tr) and SSE, and we will get back to the question of exactly how to
do this after the proof of Theorem 8.2:
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Il Proof

Add and subtract i; in SST to get

k n;
Y ) (v - Z Z i —Ji+ 7 — ) (8-17)
i=1j=1 i=1j=1
k n;
=YY (i —9)*+ Wi —9)*+2(yij — 7:) (0 — 7)]
i:l]:l
k n; k T’ll

now observe that Z "1 (yij — 7:) = 0, and the proof is completed.

lll Example 8.5

We can now continue our example and calculate SST, SSE, and SS(Tr):

SST <- sum((y - mu)~2)

SSE <- sum((y[treatm==1] - muis[1])~2)+
sum((y[treatm==2] - muis[2])~2)+
sum( (y [treatm==3] - muis[3])~2)

SSTr <- 4 * sum(alpha~2)

c(SST, SSE, SSTr)

[1] 35.987 5.195 30.792

For these data we have that n; = ny = n3 = 4, so according to Theorem 8.2 we could
also find SSE from the average of the variances within each group:

vars <- tapply(y, treatm, var)
(12-3) *mean (vars)

[1] 5.195

Now we have established that we should compare SS(Tr) and SSE in some way,
it should of course be quantified exactly in which way they should be compared.
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Figure 8.2: pdf of the F-distribution with 2 and 9 degrees of freedom (black line),
and with 4 and 9 degrees of freedom (red line).

Now it turns out that the numbers SS(Tr)/(k — 1) and SSE/(n — k) are both
central estimators for 02, when the null hypothesis is true, and we can state the
following theorem:

Il Theorem 8.6
Under the null hypothesis
Hy: ;=0 1i=12,...,k (8-18)

the test statistic

o SS(Tr)/(k—1)
~ SSE/(n—k) '

(8-19)

follows an F-distribution with k — 1 and n — k degrees of freedom.

The F-distribution is generated by the ratio between independent x? distributed
random variables, and the shape is shown in Figure 8.2 for two particular choices
of degrees of freedom.

As we have discussed before, the null hypothesis should be rejected if SS(Tr) is
large and SSE is small. This implies that we should reject the null hypothesis
when the test statistic (F) is large in the sense of Theorem 8.6 (compare with
F;_,). The statistics are usually collected in an ANOVA table like this:
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Source of | Degrees of | Sums of | Mean sum of Test- p-
variation | freedom squares | squares statistic F value
Treatment | k — 1 SS(Tr) | MS(Tr) = S,fET{) Fyps = M]\%?) P(F > Fops)
Residual |n—k SSE MSE = 5L
Total n—1 SST
lll Example 8.7

We can now continue with our example and find the F-statistic and the p-value:

F <- (SSTr/(3 - 1)/(SSE/(12 - 3)))
pv <- 1 - pf(F, dft = 3 - 1, df2 = 12 - 3)
c(F , pv)

[1] 26.672281 0.000165

So we have a test statistic F = 26.7 and a p-value equal to 0.000165 and we reject the
null hypothesis on e.g. level « = 0.05. The calculations can of course also be done
directly in R, by:

anova(lm(y ~ treatm))

Analysis of Variance Table

Response: y

Df Sum Sq Mean Sq F value Pr(>F)

treatm 2 30.8 15.40 26.7 0.00017 **x
Residuals 9 5.2 0.58

Signif. codes:

0O "xxx' 0.001 'xx' 0.01 'x' 0.05 '.' 0.1 ' ' 1

Note, that in the direct R calculation it is very important to include treatmas a factor,
in order to get the correct analysis.

If we reject the null hypothesis, it implies that the observations can be finally
described by the initial model re-stated here

Yij = p+ai+ej, &5~ N(0,0%),

and the estimate of ¢ is 6> = SSE/(n — k) = MSE.

(8-20)
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lll Remark 8.8 When multiple groups = 2 groups

When k = 2, that is, we are in the two-sample case studied in Chapter 3, we
already saw above in Theorem 8.4 that MSE = s%,. Actually, this means that
the analysis we get from a one-way ANOVA when we apply it for only k = 2
groups, which could be perfectly fine - nothing in the ANOVA approach
really relies on k having to be larger than 2 - corresponds to the pooled t-test
given as Method 3.52. More exact

fork=2: Fys =12

obs’

(8-21)

where t s is the pooled version coming from Methods 3.51 and 3.52. Thus
the p-value obtained from the k = 2 group ANOVA equals exactly the p-
value obtained from the pooled t-test given in Method 3.52.

8.2.3 Post hoc comparisons

If we reject the overall null hypothesis above, and hence conclude that «; # 0 for
at least one 7 it makes sense to ask which of the treatments are actually different.
That is, trying to meet the second of the two major purposes indicated in the
beginning. This can be done by pairwise comparison of the treatments. We
have already seen in Chapter 3, that such comparison could be based on the ¢-
distribution. We can construct confidence interval with similar formulas except
that we should use SSE/(n — k) as the estimate of the residual variance and
hence also n — k degrees of freedom in the t-distribution:
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lll Method 8.9 Post hoc pairwise confidence intervals

A single pre-planned (1 — «) - 100% confidence interval for the difference
between treatment i and j is found as

o SSE (1 1
Ji—yi tloc/ZJ P <ﬂ_z + n_]> , (8-22)

where t1_, /; is based on the t-distribution with n — k degrees of freedom.

If all M = k(k —1)/2 combinations of pairwise confidence intervals are
calculated using the formula M times, but each time with agonferroni = &/ M
(see Remark 8.14 below).

Similarly one could do pairwise hypothesis tests:

lll Method 8.10  Post hoc pairwise hypothesis tests

A single pre-planned level a hypothesis tests

Ho: pi=pj, Hi: pi # uj, (8-23)

is carried out by

(8-24)

- Vi~
obs — ’
1,1
\/MSE (2+1)
and
p-value =2 - P(T > |tgps|), (8-25)

where the t-distribution with n — k degrees of freedom is used.

If all M = k(k — 1) /2 combinations of pairwise hypothesis tests are carried
out use the approach M times but each time with test level agonferroni = &/ M
(see Remark 8.14 below).
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lll Example 8.11

Returning to our small example we get the pairwise confidence intervals. If the
comparison of A and B was specifically planned before the experiment was carried
out, we would find the 95%-confidence interval as:

muis[1] - muis[2] + c(-1, 1) =*
qt(0.975, df = 12 - 3) * sqrt(SSE/(12 - 3) * (1/4 + 1/4))

[1] -4.09 -1.66

and we can hence also conclude that treatment A is different from B. The p-value
supporting this claim is found as:

tobs <- (muis[1] - muis[2])/sqrt(SSE/(12 - 3) * (1/4 + 1/4))
2 * (1 - pt(abs(tobs), 9))

1
0.0004614

If we do all three possible comparisons, M = 3 -2/2 = 3, and we will use an overall
« = 0.05, we do the above three times, but using each time aponferroni = 0.05/3 =
0.016667:

alphaBonf <- 0.05/3
## A-B
alpha[1] - alpha[2] + c(-1, 1) *
qt(1-alphaBonf/2, df = 12 - 3) * sqrt(SSE/(12 - 3) * (1/4 + 1/4))

[1] -4.451 -1.299

## A-C
alpha[1] - alpha[3] + c(-1, 1) *
qt(1-alphaBonf/2, df = 12 - 3) * sqrt(SSE/(12 - 3) * (1/4 + 1/4))

[1] -5.326 -2.174

## B-C
alpha[2] - alpha[3] + c(-1, 1) *
qt (1-alphaBonf/2, df = 12 - 3) * sqrt(SSE/(12 - 3) * (1/4 + 1/4))

[1] -2.4509 0.7009
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and we conclude that treatment A is different from B and C, while we cannot reject
that B and C are equal. The p-values for the last two comparisons could also be
found, but we skip that now.

The so-called Bonferroni correction done above, when we do all possible post
hoc comparisons, has the effect that it becomes more difficult (than without the
correction) to claim that two treatments have different means.

lll Example 8.12

The 0.05/3-critical value with 9 degrees of freedom is tyg917 = 2.933 whereas the
0.05-critical value is tygy5 = 2.262:

c(qt(1l - alphaBonf/2, 9), qt(0.975, 9))

[1] 2.933 2.262

So two treatment means would be claimed different WITH the Bonferroni correction
if they differ by more than half the width of the confidence interval

2.933 - \/SSE/9- (1/441/4) =1.576 (8-26)

whereas without the Bonferroni correction should only differ by more than

2.262 - \/SSE/9- (1/4+1/4) =1.215 (8-27)

to be claimed significantly different.

lll Remark 8.13 Least Significant Difference (LSD) values

If there is the same number of observations in each treatment group m =

n1 = ... = ny the LSD value for a particular significance level
LSDy = t1_y/2V2-MSE/m (8-28)

will have the same value for all the possible comparisons made.

The LSD value is particularly useful as a “measuring stick” with which we
can go and compare all the observed means directly: the observed means
with difference higher than the LSD are significantly different on the a-level.
When used for all of the comparisons, as suggested, one should as level use
the Bonferroni corrected version LSD (see Remark 8.14 below for an
elaborated explanation).

XBonferroni
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lll Remark 8.14 Significance by chance in multiple testings!

Imagine that we performed an ANOVA in a situation with k = 15 groups.
And then we do all the M = 15-14/2 = 105 possible pairwise hypothesis
tests. Assume for a moment that the overall null hypothesis is true, that
is, there really are no mean differences between any of the 15 groups. And
think about what would happen if we still performed all the 105 tests with
« = 0.05! How many significant results would we expect among the 105
hypothesis tests? The answer is that we expect « - 105 = 0.05 - 105 = 5.25,
that is, approximately 5 significant tests are expected. And what would the
probability be of getting at least one significant test out of the 105? The
answer to this question can be found using the binomial distribution

P("At least one significant result in 105 independent tests")
=1-095""
= 0.9954. (8-29)

So whereas we, when performing a single test, have a probability of « = 0.05
of getting a significant result, when we shouldn’t, we now have an overall
Type I error probability of seeing at least one significant result, when we
shouldn’t, of 0.9954! This is an extremely high (overall) Type 1 risk. This is
also sometimes called the “family wise” Type 1 risk. In other words, we will
basically always with k = 15 see at least one significant pairwise difference,
if we use & = 0.05. This is why we recommend to use a correction method
when doing multiple testings like this. The Bonferroni correction approach
is one out of several different possible approaches for this.

Using the Bonferroni corrected aponferroni = 0.05/105 in this case for each of

the 105 tests would give the family wise Type 1 risk

P("At least one significant result in 105 independent tests")
=1—(1-0.05/105)1®
= 0.049 (8-30)

8.2.4 Model control

The assumptions for the analysis we have applied in the one-way ANOVA
model are more verbally expressed as:
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1. The data comes from a normal distribution in each group

2. The variances from each group are the same

The homogeneous variances assumption can be controlled by simply looking at
the distributions within each sample, most conveniently for this purpose by the
group-wise box plot already used in the example above.

The normality within groups assumption could in principle also be investigated
by looking at the distributions within each group - a direct generelization of
what was suggested in Chapter 3 for the two-group setting. That is, one could
do a g-q plot within each group. It is not uncommon though, that the amount of
data within a single group is too limited for a meaningfull g-q plot investigation.
Indeed for the example here, we have only 4 observations in each group, and
g-q plots for 4 observations do not make much sense.

There is an alternative, where the information from all the groups are pooled
together to a single g-q plot. If we pool together the 12 residuals, that is, within
group deviations, they should all follow the same zero-mean normal distribu-
tion, given by

gij ~ N(0,07). (8-31)

lll Method 8.15 Normality control in one-way ANOVA

To control for the normality assumptions in one-way ANOVA we perform a
g-q plot on the pooled set of n estimated residuals

ei=Yi—Gi, j=1,...,mi=1..k (8-32)

lll Example 8.16

For the basic example we get the normal g-q plot of the residuals by

residuals <- 1lm(y ~ treatm)$residuals
qqnorm(residuals)
qgqline(residuals)
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Normal Q-Q Plot
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8.2.5 A complete worked through example: plastic types for lamps

lll Example 8.17 Plastic types for lamps

On a lamp two plastic screens are to be mounted. It is essential that these plastic
screens have a good impact strength. Therefore an experiment is carried out for 5
different types of plastic. 6 samples in each plastic type are tested. The strengths of
these items are determined. The following measurement data was found (strength
in k] /m?):

Type of plastic

I

I

I

v

\Y

44.6
50.5
46.3
48.5
45.2
52.3

52.8
58.3
55.4
57.4
58.1
54.6

53.1
50.0
54.4
55.3
50.6
53.4

51.5
53.7
50.5
54.4
47.5
47.8

48.2
40.8
44.5
43.9
45.9
42.5
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We run the following in R:

D <- data.frame(
strength=c(44.6, 52.8, 53.1, 51.5, 48.2, 50.5, 58.3, 50.0, 53.7, 40.8,
46.3, 55.4, 54.4, 50.5, 44.5, 48.5, 57.4, 55.3, 54.4, 43.9,
45.2, 58.1, 50.6, 47.5, 45.9, 52.3, 54.6, 53.4, 47.8, 42.5),
plastictype=factor(rep(1:5, 6))
)
plot (D$plastictype, D$strength, xlab="Plastictype", ylab="Strength")

2 - .
T
1
e
+h !
8 8 - R —
b —T——
n |
ERR ——
[
1
I I I I I
1 2 3 4 5
Plastictype

fit <- lm(strength ~ plastictype, data=D)
anova(fit)

Analysis of Variance Table

Response: strength

Df Sum Sq Mean Sq F value Pr(>F)
plastictype 4 492 122.9 18.2 4e-07 **x*
Residuals 25 169 6.7
Signif. codes:
0 'x*xx' 0.001 'xx' 0.01 'x' 0.05 '.' 0.1 ' ' 1

The ANOVA results are more nicely put in a table here:

Df SumSq MeanSq Fvalue Pr(>F)
Plastictype 4  491.76 122.94 1823 4-1077
Residuals 25  168.56 6.74
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From the box plot we see that there appears to be group mean differences and ex-
tremely low p-value in the ANOVA table confirms this: there is very strong evidence
against the null hypothesis of the five means being the same

H() U1 = = Us. (8-33)

Model assumptions: the box plots do not indicate clear variance differences (al-
though it can be a bit difficult to know exactly how different such patterns should
be for it to be a problem. Statistical tests exist for such varicance comparisons, but
they are not included here). Let us check for the normality by doing a normal q-q
plot on the residuals:

qqnorm(fit$residuals)
qqline(fit$residuals)

Normal Q-Q Plot

Sample Quantiles

-2 -1 0 1 2

Theoretical Quantiles

Or using the idea of comparing with repeated plots on the standardized residuals:

library (MESS)

qqwrap <- function(x, y, ...){
stdy <- (y-mean(y))/sd(y)
qgnorm(stdy, main="", ...)
qqline(stdy)}

wallyplot(fit$residuals, FUN=qquwrap, ylim=c(-3,3))
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Sample Quantiles
Sample Quantiles
0
Il
Sample Quantiles

Theoretical Quantiles

Sample Quantiles
Sample Quantiles
Sample Quantiles

Theoretical Quantiles Theoretical Quantiles

Sample Quantiles
Sample Quantiles
0
Il
Sample Quantiles

T T T T T T T T T T
-2 -1 0 1 2 -2 -1 0 1 2 -2 -1 0 1 2

Theoretical Quantiles Theoretical Quantiles Theoretical Quantiles

There appears to be no important deviation from normality.

To complete the story about (quantifying) the five plastic types, we first compute the
five means:

tapply (D$strength, D$plastictype, mean)

1 2 3 4 5
47.9 56.1 52.8 50.9 44.3

And then we want to construct the M = 5-4/2 = 10 different confidence intervals
using Method 8.9. As all ;s equal 6 in this case, all 10 confidence intervals will have
the same width, and we can use Remark 8.13 and compute the (half) width of the
confidence intervals, the LSD-value. And since there are 10 multiple comparisons
we will use aponferroni = 0.05/10 = 0.005:
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LSD_0.005 <- qt(0.9975, 25) * sqrt(2x6.74/6)
LSD_0.005

[1] 4.614

So Plastictypes are significantly different from each other if they differ by more than
4.61. A convenient way to collect the information about the 10 comparisons is by
ordering the means from smallest to largest and then using the so-called compact
letter display:

Plastictype Mean

5 443 a
1 479 ab
4 50.9 bc
3 52.8 cod
2 56.1 d

Plastic types with a mean difference less than the LSD-value, hence not significantly
different share letters. Plastic types not sharing letters are significantly different. We
can hence read off all the 10 comparisons from this table.

One could also add the compact letter information to the boxplot for a nice plotting -
itis allowed to be creative (while not changing the basic information and the results!)
in order to communicate the results.

8.3 Two-way ANOVA

8.3.1 Data structure and model

The one-way ANOVA is the natural multi-sample extension of the indepen-
dent two-sample situation covered in Section 3.2. The k samples are hence com-
pletely independent from each other, which e.g. in a clinical experiment would
mean that different patients get different treatments — and hence each patient
only tries a single treatment. Often this would be the only possible way to do a
comparison of treatments.

However, sometimes it will be possible to apply multiple treatments to the same
patient (with some time in between). This could then lead to a multi-treatment
setup, where the sample within each treatment consists of the same patients.
This is the natural extension of the paired-design setup covered in Section 3.2.3,
where we “pair” if there is exactly 2 treatments. With more than two treatments
we use the phrase “block”. A block would then be the patient in this case -
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and the same blocks then appear in all treatment samples. The “block” name
comes from the historical background of these methods coming from agricul-
tural field trials, where a block would be an actual piece of land within which
all treatments are applied.

lll Remark 8.18 Design: independent sampling or blocking?

For the project manager who is in charge of designing the study there will
be a choice to make in cases where both approaches are practicle feasible:
should the independent samples approach or the blocked approach be used?
Should we use, say, 4 groups of 20 patients each, that is 80 patients all to-
gether, or should we use the same 20 patients in each of the four groups?
The costs would probably be more or less the same. It sounds nice with 80
patients rather than 20? However, the answer is actually pretty clear if what-
ever we are going to measure will vary importantly from person to person.
And most things in medical studies do vary a lot from person to person due
to many things: gender, age, weight, BMI, or simply due to genetic differ-
ences that means that our bodies will respond differently to the medicin.
Then the blocked design would definitely be the better choice! This is so,
as we will see below, in the analysis of the blocked design the block-main-
variability is accounted for and will not “blur” the treatment difference sig-
nal. In the independent design the person-to-person variability may be the
main part of the “within group” varibility used for the statistical analysis.
Or differently put: in a block design each patient would act as his/her own
control, the treatment comparison is carried out “within the block”.

For the actual study design it would in both cases be recommended to ran-
domize the allocation of patients as much as possible: In the independent
design patients should be allocated to treatments by randomization. In the
block design all patients receive all treatments but then one would random-
ize the order in which they receive the treatments. For this reason these two
types of expereimental designs are usually called the Completely Randomized
Design and the Randomized Block Design.

We looked above in the one-way part at an example with 3 treatments with
4 observations for each. If the observations were on 4 different persons (and
not 12) it would make sense and would be important to include this person
variability in the model. The resulting model becomes

Yij = p+a;+ Bj+ej, e~ N(0,0%), (8-34)

so there is an overall mean y, a treatment effect a; and a block effect ; and our
usual random error term ¢;;.
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The design is illustrated in the table below, so we have k treatments (Ay, ..., ,Ay)
and [ blocks (By, . .. ,B)):

B, ... B
Ay lyn ... Y1y
Ak | Yka oo Yk

We can now find the parameters in the model above by

k1
k ] Z Zyl]’ (8-35)
=1
1 1
& (7 qu> (8-36)
5 1
b= <§ Zyij> — . (8-37)

Or expressed more compact, with the definitions of the terms obvious from the
above

=1, (8-38)
& =Y. —Y, (8-39)
Bi=17,—7. (8-40)

In a way, these means are the essential information in these data. All the rest we
do is just all the statistics to distinguish signal from noise. It does not change
the fact, that these means contain the core story. It also shows explicitly how we
now compute means, not only across one way in the data table, but also across
the other way. We compute means both row-wise and column-wise. Hence the
name: two-way ANOVA.

lll Example 8.19

Lets assume that the data we used in the previous section was actually a result of a
randomized block design and we could therefore write:

Group A | Group B | Group C

Block 1 2.8 55 5.8
Block 2 3.6 6.3 8.3
Block 3 34 6.1 6.9

Block 4 2.3 5.7 6.1
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In this case we should of course keep track of the blocks as well as the treatments:

y <- c(2.8, 3.6, 3.4, 2.3,
5.5, 6.3, 6.1, 5.7,
5.8, 8.3, 6.9, 6.1)
treatm <- factor(c(1, 1, 1, 1,
2, 2, 2, 2,
3, 3, 3, 3))
block <- factor(c(1l, 2, 3, 4,
1, 2, 3, 4,
1, 2, 3, 4))

Now we can calculate the parameter estimates (fi and &;, and 3 i)

mu <- mean(y)

alpha <- tapply(y, treatm, mean) - mu
beta <- tapply(y, block, mean) - mu
mu

[1] 5.233

alpha

1 2 3
-2.2083 0.6667 1.5417

beta

1 2 3 4
-0.5333 0.8333 0.2333 -0.5333

so our estimates of the overall mean (y) and «; remain the same while the estimated
block effects are B; = —0.53, B, = 0.83, B3 = 0.23 and B4 = —0.53.

8.3.2 Decomposition of variability and the ANOVA table

In the same way as we saw for the one-way ANOVA, there exists a decomposi-
tion of variation for the two-way ANOVA:
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lll Theorem 8.20 Variation decomposition

The total sum of squares (SST) can be decomposed into sum of squared
errors (SSE), treatment sum of squares (SS(7r)), and a block sum of squares
(SS(BI))

L3 0 = DYy Ltk L

- _ h\,_/ Q ;
SST SSE SS(Tr) SS(BI)
ko1 ., k i i
=Y Y (i =7 — g+ 57 +1- L y+kZ -7’
i=1j=1 \ i=1 |
SSE SS(Tr) SS(BZ)
(8-41)
Expressed in short form
SST = SS(Tr) + SS(BI) + SSE. (8-42)

Note, how the SST and SS(Tr) are found exactly as in the one-way ANOVA.
If one ignores the block-way of the table, the two-way data has exactly the
same structure as one-way data (with the same number of observations in each
group). Further, note how SS(BI) corresponds to finding a “one-way SS(Tr)”,
but on the other way of the table (and ignoring the treatment-way of the data
table). So from a computational point of view, finding these three, that is, find-
ing SST, SS(Tr) and SS(BI) is done by known one-way methodology. And then
the last one, SSE, could then be found from the decomposition theorem as

SSE = SST — SS(Tr) — SS(BI). (8-43)

lll Example 8.21

Returning to the example we get (SST and SS(Tr) remain unchanged):
SSB1 <- 3 * sum(beta~2)

SSE <- SST - SSTr - SSBl

c(SST, SSE, SSTr, SSB1l)

[1] 35.987 1.242 30.792 3.953
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Again, tests for treatment effects and block effects are done by comparing SS(Tr)
or SS(BI) with SSE:

lll Theorem 8.22
Under the null hypothesis
HOTr: 061':0, i:1,2,...,k, (8-44)

the test statistic

_SS(T)/(k—1)
T SSE/((k—1)(I—1))

Fry (8-45)

follows an F-distribution with k — 1 and (k — 1)(! — 1) degrees of freedom.
Further, under the null hypothesis

Hop: Bi=0, j=12...,1 (8-46)

the test statistic

SS(Bl)/(1-1)

b1 = sse /(=i =1

(8-47)

follows an F-distribution with I — 1 and (k —1)(! — 1) degrees of freedom.

lll Example 8.23

Returning to our example we get:

## Test statistics

Ftr <- SSTr / (3-1) / ( SSE / ((3-1) * (4-1)))
Fbl <- SSB1 / (4-1) / ( SSE / ((3-1) * (4-1)))
## p-values

pv.tr <- 1 - pf(Ftr, df1=3-1, df2=(3-1)*(4-1))
pv.bl <- 1 - pf(Fbl, dfi=4-1, df2=(3-1)*(4-1))
c(Ftr, Fbl)

[1] 74.396 6.368

c(pv.tr, pv.bl)

[1] 0.00005824 0.02704834
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or directly in R:

D <- data.frame(treatm, block, y)
fit <- Im(y ~ treatm + block, data=D)
anova(fit)

Analysis of Variance Table

Response: y

Df Sum Sq Mean Sq F value Pr(>F)
treatm 2 30.79 15.40 74.40 0.000058 x*x*x*
block 3 3.95 1.32 6.37 0.027 *
Residuals 6 1.24 0.21
Signif. codes:
0O '"xxx' 0.001 '%x' 0.01 'x' 0.05 '.' 0.1 ' ' 1
Df SumSq MeanSq Fvalue Pr(>F)
treatm 2 30.79 15.40 74.40  0.0001
block 3 3.95 1.32 6.37 0.0270
Residuals 6 1.24 0.21

we see that the block effect is actually significant on a 5% confidence level, and also
that the p-value for the treatment effect is changed (the evidence against Hy, s is
stronger) when we accounted for the block effect.

The test statistics and p-values are often collected in an analysis of variance table
as already shown above:

Source of | Degrees of Sums of | Mean sums of Test p-
variation | freedom squares | squares statistic F value
Treatment | k — 1 SS(Tr) | MS(Tr) = 200 | pp — MU | p(p > )
Block -1 ss(Bl) | Ms(Bl) = =B [ pp = MU | p(F > Fy)
Residual | (I —1)(k—1) | SSE MSE = %

Total n—1 SST
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8.3.3 Post hoc comparisons

The post hoc investigation is done following the same approach and principles
as for one-way ANOVA with the following differences:

1. Use the MSE and/or SSE from the two-way analysis instead of the MSE
and/or SSE from the one-way analysis

2. Use (I — 1)(k — 1) instead of n — k as degrees of freedom and as denomi-
nator for SSE

With these changes the Method boxes 8.9 and 8.10 and the Remark 8.13 can be
used for post hoc investigation of treatment differences in a two-way ANOVA.

lll Example 8.24

Returning to our small example we now find the pairwise treatment confidence in-
tervals within the two-way analysis. If the comparison of A and B was specifically
planned before the experiment was carried out, we would find the 95%-confidence
interval as:

muis[1] - muis[2] + c(-1,1) * qt(0.975, df=(4-1)*(3-1)) *
sqrt (SSE/((4-1)*(3-1)) * (1/4+1/4))

[1] -3.662 -2.088

and we can hence also conclude that treatment A is different from B. The p-value
supporting this claim is found as:

tobs <- (muis[1] - muis[2])/sqrt(SSE/6 * (1/4 + 1/4))
2 * (1 - pt(abs(tobs), df=6))

1
0.0001095

If we do all three possible comparisons, M = 3 -2/2 = 3, and we will use an overall
« = 0.05, we do the above three times, but using each time apopferroni = 0.05/3 =
0.017:
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alphaBonf <- 0.05/3

alpha[1] - alpha[2] + c(-1, 1) *
qt (1-alphaBonf/2, df = 6) * sqrt(SSE/6 * (1/4 + 1/4))

[1] -3.932 -1.818

alpha[1] - alpha[3] + c(-1, 1) *
qt (1-alphaBonf/2, df = 6) * sqrt(SSE/6 * (1/4 + 1/4))

[1] -4.807 -2.693

alpha[2] - alpha[3] + c(-1, 1) %
qt(1-alphaBonf/2, df = 6) * sqrt(SSE/6 * (1/4 + 1/4))

[1] -1.9325 0.1825

and we conclude that treatment A is different from B and C, while we cannot reject
that B and C are equal. The p-values for the last two comparisons could also be
found, but we skip that.

8.3.4 Model control

Also model control runs almost exactly the same way for two-way ANOVA as
for one-way:

¢ Use a g-q plot on residuals to check for the normality assumption

* Check variance homegenity by categorized box plots

The only difference is that the box plotting to investigate variance homogeneity
should be done on the residuals - NOT on the actual data. And that we can
investigate both potential treatment heterogeneity as block heterogeneity.

lll Example 8.25

First the residual normality plot:
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qgnorm(fit$residuals)
qqline(fit$residuals)

Normal Q-Q Plot
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fit$residuals
1 2 g 4 5 6
0.30833 -0.25833 0.14167 -0.19167 0.13333 -0.43333
7 8 9 10 11 12

-0.03333 0.33333 -0.44167 0.69167 -0.10833 -0.14167

Then the investigation of variance homogeneity:

par (mfrow=c(1,2))
plot (D$treatm, fit$residuals, xlab="Treatment", ylab="Residuals")
plot(D$block, fitPresiduals, xlab="Block", ylab="Residuals")
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Actually, if we’ve had data with a higher number of observations for each block, we
might have had a problem here as blocks 2 and 3 appears to be quite different on
their variability, however since there are very few observations (3 in each block) it is
not unlikely to get this difference in variance when there is no difference (but again:
it is not very easy to know, exactly where the limit is between what is OK and what
is not OK in a situation like this. It is important information to present and take into
the evaluation of the results, and in the process of drawing conclusions).

8.3.5 A complete worked through example: Car tires

|l Example 8.26  Car tires

In a study of 3 different types of tires (“treatment”) effect on the fuel economy, drives
of 1000 km in 4 different cars ("blocks") were carried out. The results are listed in the
following table in km /1.

Carl Car2 Car3 Car4 | Mean
Tire 1 225 24.3 249 22.4 | 22.525
Tire 2 21.5 21.3 23.9 18.4 | 21.275
Tire 3 222 21.9 21.7 17.9 | 20.925
Mean | 21.400 22.167 23.167 19.567 | 21.575

Let us analyse these data with a two-way ANOVA model, but first some explorative
plotting:

D <- data.frame(
y=c(22.5, 24.3, 24.9, 22.4,
21.5, 21.3, 23.9, 18.4,
22.2, 21.9, 21.7, 17.9),
car=factor(c(1, 2, 3, 4, 1, 2, 3, 4, 1, 2, 3, 4)),
tire=factor(c(1, 1, 1, 1, 2, 2, 2, 2, 3, 3, 3, 3))
)

par (mfrow=c(1,2))
plot(D$tire, D$y, xlab="Tire", ylab="y")
plot(D$car, D$y’ X]_ab:"car", ylab="y")
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Then the actual two-way ANOVA:
fit <- Im(y ~ car + tire, data=D)
anova(fit)
Analysis of Variance Table
Response: y
Df Sum Sq Mean Sq F value Pr(>F)
car 3 25.18 8.39 7.03 0.022 *
tire 2 15.93 7.96 6.67 0.030 *
Residuals 6 7.17 1.19
Signif. codes:
0 's«*x' 0.001 '%xx' 0.01 'x' 0.05 '.' 0.1 ' ' 1

Df SumSq MeanSq Fvalue Pr(>F)

car 3 25.18 8.39 7.03 0.0217
tire 2 15.93 7.96 6.67 0.0299
Residuals 6 7.17 1.19

Conclusion: Tires (treatments) are significantly different and Cars (blocks) are sig-
nificantly different.

And the model control (for the conclusions to be validated). First the residual nor-
mality plot:

qgqnorm(fit$residuals)
qqline(fit$residuals)
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Normal Q-Q Plot
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Then the investigation of variance homogeneity:

par (mfrow=c(1,2))
plot(D$car, fit$residuals, xlab="Car", ylab="Residuals")
plot (D$tire, fit$residuals, xlab="Tire", ylab="Residuals")
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It seems like the variance for Car 2 and Car 3 is difference, however, as in the previ-
ous example, there are very few observations (only 3) for each car, hence this differ-
ence in variation is not unlikely if there is no difference. Thus we find that there do
not see any important deviations from the model assumptions.

Finally, the post hoc analysis, first the treatment means:

tapply (D$y, D$tire, mean)

1 2 3
23.52 21.27 20.92
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We can find the 0.05/3 (Bonferroni-corrected) LSD-value from the two-way version
of Remark 8.13:

LSD_bonf <- qt(1-0.05/6, df=6) * sqrt(2*1.19/4)
LSD_bonf

[1] 2.536

So tires are significantly different from each other if they differ by more than 2.54. A
convenient way to collect the information about the 3 comparisons is by ordering the
means from smallest to largest and then using the so-called compact letter display:

Tire Mean

3 20925 a
2 21275 a b
1 23525 b

There is no significant difference between mean of Tire 2 and 3, and no significant
difference between mean of 2 and 1, but there is significant difference between mean
of 1 and 3.

8.4 Perspective

We have already seen how the R-version of the ANOVA, both one-way and
two-way, are carried out by the R-function 1m. We also used 1m for simple and
multiple linear regression (MLR) analysis in Chapters 5 and 6. “Im” stands for
“linear model”, and in fact from a mathematical perspective all these models
are what can be termed linear models, or sometimes general linear models. So
differently put, the ANOVA models can in fact be expressed as multiple linear
regression models, and the theory and matrix notation etc. from MLR can be
used to also work with ANOVA models.

This becomes convenient to understand if one moves on to situations, models
and statistical analysis going beyond the current course. An example of this
would be situations where we have as well factors as quantitative (continuous)
regression input in the same data set.

Important to know also is that the two basic ANOVA versions presented in this
material is just the start to be able to handle more general situations. An exam-
ple could be that, a two-way ANOVA could also occur in a different way than
shown here: if we perform what would be a completely randomized study,
that is, we have independent sampled groups, but with the groups being repre-



Chapter 8 ||| 8.4 PERSPECTIVE 381

sented by a two-way treatment factor structure, say, factor A with 5 levels and
tfactor B with 3 levels. Hence, we have all 15 groups consisting of all combina-
tions of the two treatments, but with several observations within each of the 15
groups. This would sometimes be called a two-way ANOVA with replications,
whereas the randomized block setting covered above then would be the two-
way ANOVA without replication (there is only and exactly one observation for
each combination of treatment and block).

And then the next step could be even more than two treatment factors, and
maybe such a multi-factorial setting could even be combined with blocking and
maybe some quantitative x-input (then often called covariates) calling for ex-
tentions of all this.

Another important extension direction are situations with different levels of ob-
servations/variability: there could be hierarchical structures in the data, e.g.
repeated measurents on an individual animal, but having also many animals in
the study, and animals might come from different farms, that lies in different
regions within different countries. This calls for so-called hierarchical models,
multi-level models, variance components models or models, where both treat-
ment factors and such hierarchical random effects are present — the so-called
mixed models.

All of this and many other good things can be learned in statistics courses build-
ing further on the methods presented in this material!



Chapter 8 |||| 8.5 EXERCISES 382

8.5 Exercises

|l Exercise 8.1 Environment action plans

To investigate the effect of two recent national Danish aquatic environment ac-
tion plans the concentration of nitrogen (measured in g/m?) have been mea-
sured in a particular river just before the national action plans were enforced
(1998 and 2003) and in 2011. Each measurement is repeated 6 times during a
short stretch of river. The result is shown in the following table:

Nigos  Nooozs  Noo1n
5.01 5.59 3.02
6.23 5.13 4.76
5.98 5.33 3.46
5.31 4.65 4.12
5.13 5.52 4.51
5.65 4.92 4.42
Row mean | 55517 5.1900 4.0483

Further, the total variation in the data is SST = 11.4944. You got the following
output from R corresponding to a one-way analysis of variance (where most of
the information, however, is replaced by the letters A-E as well as U and V):

> anova(lm(N ~ Year))
Analysis of Variance Table

Response: N

Df SumSq MeanSq Fvalue Pr(>F)
Year A B C U v
Residuals D 4.1060 E

a) What numbers did the letters A-D substitute?

b) If you use the significance level « = 0.05, what critical value should be
used for the hypothesis test carried out in the analysis (and in the table
illustrated with the figures U and V)?
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¢) Can you with these data demonstrate statistically significant (at signifi-
cance level « = 0.05) differences in N-mean values from year to year (both
conclusion and argument must be valid)?

d) Compute the 90% confidence interval for the single mean difference be-
tween year 2011 and year 1998.

|l Exercise 8.2 Environment action plans (part 2)

This exercise is using the same data as the previous exercise, but let us repeat
the description here. To investigate the effect of two recent national Danish
aquatic environment action plans the concentration of nitrogen (measured in
g/ m3) have been measured in a particular river just before the national action
plans were enforced (1998 and 2003) and in 2011. Each measurement is repeated
6 times during a short stretch of river. The result is shown in the following table,
where we have now added also the variance computed within each group.

N998 Nooo3 Noo11

5.01 5.59 3.02

6.23 5.13 4.76

5.98 5.33 3.46

5.31 4.65 412

5.13 5.52 451

5.65 4.92 4.42
Row means | 5.5517 5.1900 4.0483
Row variances | 0.2365767 0.1313200 0.4532967

The data can be read into R and the means and variances computed by the
following in R:

nitrogen <- c(5.01, 5.59, 3.02,
6.23, 5.13, 4.76,
5.98, 5.33, 3.46,
5.31, 4.65, 4.12,
5.13, 5.52, 4.51,

5.65, 4.92, 4.42)
year <- factor(rep(c("1998", "2003", "2011"), 6))
tapply(nitrogen, year, mean)
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1998 2003 2011
5.5562 5.190 4.048

tapply(nitrogen, year, var)

1998 2003 2011
0.2366 0.1313 0.4533

mean (nitrogen)

[1] 4.93

a) Compute the three sums of squares (SST, SS(Tr) and SSE) using the three
means and three variances, and the overall mean (show the formulas ex-

plicitly).

b) Find the SST-value in R using the sample variance function var.

¢) Run the ANOVA in R and produce the ANOVA table in R.

d) Do a complete post hoc analysis, where all the 3 years are compared pair-
wise.

e) Use R to do model validation by residual analysis.
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lll Exercise 8.3 Plastic film

A company is starting a production of a new type of patch. For the product a
thin plastic film is to be used. Samples of products were received from 5 possible
suppliers. Each sample consisted of 20 measurements of the film thickness and
the following data were found:

Average film thickness | Sample standard deviation
X in ym sin ym
Supplier 1 31.4 1.9
Supplier 2 30.6 1.6
Supplier 3 30.5 22
Supplier 4 31.3 1.8
Supplier 5 29.2 22

From the usual calculations for a one-way analysis of variance the following is
obtained:

Source | Degrees of freedom | Sums of Squares
Supplier | 4 SS(Tr) = 62
Error 95 SSE = 362.71

a) Is there a significant (x = 5%) difference between the mean film thick-
nesses for the suppliers (both conclusion and argument must be correct)?

b) Compute a 95% confidence interval for the difference in mean film thick-
nesses of Supplier 1 and Supplier 4 (considered as a “single pre-planned”
comparison).

lll Exercise 8.4 Brass alloys

When brass is used in a production, the modulus of elasticity, E, of the material
is often important for the functionality. The modulus of elasticity for 6 different
brass alloys are measured. 5 samples from each alloy are tested. The results are
shown in the table below where the measured modulus of elasticity is given in
GPa:
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Brass alloys
Ml M2 M3 M4 M5 M6
825 827 922 965 889 75.6
83.7 819 106.8 93.8 89.2 78.1
80.9 789 1046 921 942 922
952 83.6 945 874 914 873
80.8 78.6 100.7 89.6 90.1 83.8

In an R-run for oneway analysis of variance:
anova( lm(elasmodul ~ alloy) )

the following output is obtained: (however some of the values have been sub-
stituted by the symbols A, B, and C)

> anova( lm(elasmodul ~ alloy) )
Analysis of Variance Table

Response: elasmodul

Df Sum Sq Mean Sq F value Pr (>F)

alloy A 1192.51 238.501 9.9446 3.007e-05
Residuals B C 23.983

a) What are the values of A, B, and C?

b) The assumptions for using the one-way analysis of variance is (choose the
answer that lists all the assumptions and that NOT lists any unnecessary
assumptions):

1) The data must be normally and independently distributed within
each group and the variances within each group should not differ
significantly from each other

2) The data must be normally and independently distributed within
each group

3) The data must be normally and independently distributed and have
approximately the same mean and variance within each group

4) The data should not bee too large or too small

5) The data must be normally and independently distributed within
each group and have approximately the same IQR-value in each group
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c) Compute a 95% confidence interval for the single pre-planned difference
between brass alloy 1 and 2.

lll Exercise 8.5 Plastic tubes

Some plastic tubes for which the tensile strength is essential are to be produced.
Hence, sample tube items are produced and tested, where the tensile strength
is determined. Two different granules and four possible suppliers are used in
the trial. The measurement results (in MPa) from the trial are listed in the table
below:

Granule
gl 82
Suppliera | 342 33.1
Supplierb | 34.8 31.2
Supplier ¢ | 31.3 30.2
Supplierd | 31.9 31.6

The following is run in R:

D <- data.frame(
strength=c(34.2,34.8,31.3,31.9,33.1,31.2,30.2,31.6),
supplier=factor(c("a","b","c","d","a","b","c","d")),
granule=factor(c(1,1,1,1,2,2,2,2))

)

anova(lm( strength ~ supplier + granule, data=D))

with the following result:
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Analysis of Variance Table

Response: strength

Df Sum Sq Mean Sq F value Pr(>F)
supplier 3 10.0338 3.3446 3.2537 0.1792
granule 1 4.6512 4.6512 4.5249 0.1233
Residuals 3  3.0837 1.0279

a) Which distribution has been used to find the p-value 0.1792?

b) What is the most correct conclusion based on the analysis among the fol-

lowing options (use « = 0.05)?

1) A significant difference has been found between the variances from

the analysis of variance

2) A significant difference has been found between the means for the 2

granules but not for the 4 suppliers

3) No significant difference has been found between the means for nei-

ther the 4 suppliers nor the 2 granules

4) A significant difference has been found between the means for as well

the 4 suppliers as the 2 granules

5) A significant difference has been found between the means for the 4

suppliers but not for the 2 granules

|l Exercise 8.6 Joining methods

To compare alternative joining methods and materials a series of experiments
are now performed where three different joining methods and four different

choices of materials are compared.

Data from the experiment are shown in the table below:

Material Row
Joining methods | 1 2 3 4 | average
A 242 214 254 248 | 239.50
B 248 214 248 247 | 239.25
C 236 211 245 243 | 233.75
Column average | 242 213 249 246
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In an R-run for two-way analysis of variance:

Strength <- c(242,214,254,248,248,214,248,247,236,211,245,243)
JOiningmethOd <= faCtOI‘(C("A" s IIAH R IIAII s IIAH s IIBH s IIBH R IIBH s IIBH R IICH s IICH s IICH s IICH))
Material <- factor(c(1,2,3,4,1,2,3,4,1,2,3,4))

anova(lm(Strength ~ Joiningmethod + Material))

the following output is generated (where some of the values are replaced by the
symbols A, B, C, D, E and F):

Analysis of Variance Table

Response: Strength
Df Sum Sq Mean Sq F value Pr(>F)

Joiningmethod A 84.5 B C 0.05041 .
Material D E 825.00 F 1.637e-05 *x*xx
Residuals 6 49.5 8.25

Signif. codes: O '***' 0.001 'sx' 0.01 'x' 0.05 '.' 0.1 ' ' 1

a) What are the values for A, B and C?

b) What are the conclusions concerning the importance of the two factors in
the experiment (using the usual level & = 5%)?

c) Do post hoc analysis for as well the Materials as Joining methods (Confi-
dence intervals for pairwise differences and/or hypothesis tests for those
differences).

d) Do residual analysis to check for the assumptions of the model:
1. Normality

2. Variance homogeneity
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lll Exercise 8.7 Remoulade

A supermarket has just opened a delicacy department wanting to make its own
homemade “remoulade” (a Danish delicacy consisting of a certain mixture of
pickles and dressing). In order to find the best recipe a taste experiment was
conducted. 4 different kinds of dressing and 3 different types of pickles were
used in the test. Taste evaluation of the individual “remoulade” versions were
carried out on a continuous scale from 0 to 5.

The following measurement data were found:

Dressing type Row
Pickles type A B C D | average
I 40 30 38 24 3.30
I 43 31 33 19 3.15
III 39 23 30 24 2.90
Column average | 4.06 2.80 3.36 223

In an R-run for twoway ANOVA:

anova(lm(Taste ~ Pickles + Dressing))

the following output is obtained, where some of the values have been substi-
tuted by the symbols A, B, C, D, E and F):

anova(lm(Taste ~ Pickles + Dressing))
Analysis of Variance Table

Response: Taste
Df Sum Sq Mean Sq F value Pr(F)

Pickles A 0.3267 0.16333 E 0.287133
Dressing B 5.5367 1.84556 F 0.002273
Residuals C D 0.10556

a) What are the values of A, B, and C?

b) What are the values of D, E, and F?

c) With a test level of « = 5% the conclusion of the analysis, what is the
conclusion of the tests?
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lll Exercise 8.8 Transport times

In a study the transport delivery times for three transport firms are compared,
and the study also involves the size of the transported item. For delivery times
in days, the following data found:

The size of the item Row
Small Intermediate Large | average
Firm A 14 25 21 2.00
Firm B 0.8 1.8 1.9 1.50
Firm C 1.6 2.0 24 2.00
Coulumn average | 1.27 2.10 213

In R was run:
anova(lm(Time ~ Firm + Itemsize))
and the following output was obtained: (wherein some of the values, however,

has been replaced by the symbols A, B, C and D)

Analysis of Variance Table

Response: Time

Df Sum Sq Mean Sq F value Pr(>F)
Firm 2 A B 4.2857 0.10124
Itemsize 2 1.44667 C D 0.01929
Residuals 4 0.23333 0.05833

a) Whatis A, B, C and D?

b) What is the conclusion of the analysis (with a significance level of 5%)?
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Glossaries

Alternative hypothesis [Alternativ hypotese] The alternative hypothesis (H;)
is oftern the negation of the null hypothesis 151

Binomial distribution [Binomial fordeling] If an experiment has two possible
outcomes (e.g. failure or success, no or yes, 0 or 1) and is repeated more
than one time, then the number of successes is binomial distributed 58

Box plot [Box plot] The so-called boxplot in its basic form depicts the five quar-
tiles (min, Q1 , median, Q3 , max) with a box from Q1 to Q3 emphasizing
the Inter Quartile Range (IQR) 29

cumulated distribution function [Fordelingsfunktion]The cdf is the function
which determines the probability of observing an outcome of a random
variable below a given value 396,

x2-distribution [x?-fordeling (udtales: chi-i-anden fordeling)] 97, 139

confidence interval [Konfidensinterval] The confidence interval is a way to han-
dle the uncertainty by the use of probability theory. The confidence inter-
val represents those values of the unknown population mean y that we
believe is based on the data. Thus we believe the true mean in the statis-
tics class is in this interval 130,

Central Limit Theorem [Centrale greenseveerdiseetning] The Central Limit The-
orem (CLT) states that the sample mean of independent identically dis-
tributed outcomes converges to a normal distribution 134

Continuous random variable [Kontinuert stokastisk variabel] If an outcome of
an experiment takes a continuous value, for example: a distance, a tem-
perature, a weight, etc., then it is represented by a continuous random
variable 44, 67, 396

Correlation [Korrelation] The sample correlation coefficient are a summary statis-
tic that can be calculated for two (related) sets of observations. It quantifies
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the (linear) strength of the relation between the two. See also: Covariance
16, 88, 395

Covariance [Kovarians] The sample covariance coefficient are a summary statis-
tic that can be calculated for two (related) sets of observations. It quantifies
the (linear) strength of the relation between the two. See also: Correlation
16, 88, 395, 397

Critical value Kritisk veerdi As an alternative to the p-value one can use the so-
called critical values, that is the values of the test-statistic which matches
exactly the significance level 149

Degrees of freedom [Frihedsgrader] The number of "observations" in the data
that are free to vary when estimating statistical parameters often defined
asn—197,176

Descriptive statistics [Beskrivende statistik] Descriptive statistics, or explorative
statistics, is an important part of statistics, where the data is summarized
and described 8

Discrete random variable [Diskret stokastisk variabel] A discrete random vari-
able has discrete outcomes and follows a discrete distribution 45

Distribution [Fordeling] Defines how the data is distributed such as, normal
distribution, cumulated distribution function, probability density func-
tion exponential distribution, log-normal distribution, Poisson distribu-
tion, uniform distribution, hypergeometric distribution, binomial distri-
bution, t-distribution, F-distribution 44

Empirical cumulative distribution [Empirisk fordeling] The empirical cumu-
lative distribution function F, is a step function with jumps i/n at obser-
vation values, where i is the number of identical observations at that value
28

Expectation [Forventningsveerdi] A function for calculating the mean. The value
we expect for a random variable (or function of random variables), hence
of the population 53

Exponential distribution [Eksponential fordelingen] The usual application of
the exponential distribution is for describing the length (usually time) be-
tween events which, when counted, follows a Poisson distribution 78

F-distribution [F-fordelingen] The F-distribution appears as the ratio between
two independent y2-distributed random variables 108
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Frequency [Frekvens] How frequent data is observed. The frequency distribu-
tion of the data for a certain grouping is nicely depicted by the histogram,
which is a barplot of either raw frequencies or for some number of classes
26

Histogram [Histogram] The default histogram uses the same width for all classes
and depicts the raw frequencies/counts in each class. By dividing the raw
counts by n times the class width the density histogram is found where
the area of all bars sum to 1 26

Hypergeometric distribution [Hypergeometrisk fordeling] 61

Independence [Uafhengighed] 91

Independent samples [Uaftheengige stikprover] 180

(Statistical) Inference [Statistisk inferens (folgeslutninger baseret pa data)] 122
Interval [Interval] Data in a specified range 63

Inter Quartile Range [Interkvartil bredde] The Inter Quartile Range (IQR) is
the middle 50% range of data 15, 395

Log-normal distribution [Lognormal fordeling] 78

Maximum likelihood [Estimator baseret pd maximum likelihood metoden] 211

Median [Median, stikprevemedian] The median of population or sample (note,
in text no distinguishment between population median and sample median)
10, 394

Non-parametric (test) [Ikke-parametriske (tests)] 222
Normal distribution [Normal fordeling] 71
Null hypothesis [Nulhypotese (Hp)] 148

One-sample t-test Missing description 153

P-value [p-veerdi (for faktisk udfald af en teststorrelse)] 144

probability density function The pdfis the function which determines the prob-
ability of every possible outcome of a random variable 396,

Quantile [Fraktil, stikprovefraktil] The quantiles of population or sample (note,
in text no distinguishment between population quantile and sample quantile)
11, 394
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Quartile [Fraktil, stikprovefraktil] The quartiles of population or sample (note,
in text no distinguishment between population quartile and sample quartile)
12,394

Sample variance [Empirisk varians, stikprevevarians] 13, 395
Sample mean [Stikprovegennemsnit] The average of a sample 9, 52, 124, 394

Standard deviation [Standard afvigelse] 395

t-distribution [t-fordeling] 102
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Acronyms

ANOVA Analysis of Variance Glossary: Analysis of Variance

cdf cumulated distribution function 46, Glossary: cumulated distribution func-
tion

CI confidence interval Glossary: confidence interval

CLT Central Limit Theorem Glossary: Central Limit Theorem
IQR Inter Quartile Range Glossary: Inter Quartile Range
LSD Least Significant Difference Glossary: Least Significant Difference

pdf probability density function Glossary: probability density function
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Collection of formulas and R commands

This appendix chapter holds a collection of formulas. All the relevant equations from def-
initions, methods and theorems are included — along with associated R functions. All are
in included in the same order as in the book, except for the distributions which are listed
together.

A1

Introduction, descriptive statistics, R and data

visualization

Description

R command

1.4

Sample mean
The mean of a sample.

mean (x)

1.5

Sample median

The value that divides a sam-
ple in two halves with equal
number of observations in
each.

X(ns1) for odd n
QZ = X(%)Z-Fx(u)
————2— forevenn

median(x)

1.7

Sample quantile

The value that divide a sam-
ple such that p of the obser-
vations are less that the value.
The 0.5 quantile is the Me-
dian.

X () FX .
{(””2“’”“) for pn integer
p =

X([np)) for pn non-integer

quantile(x,p,type=2),

1.8

Sample quartiles

The quartiles are the five
quantiles dividing the sample
in four parts, such that each
part holds an equal number of
observations

Qo = g0 = “minimum”

Q1 = go25 = “lower quartile”
Q2 = 905 = “median”

Q3 = qgo75 = “upper quartile”
Q4 = g1 = “maximum”

quantile(x,
probs,type=2)

where

probs=p
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Description

Formula

R command

1.10

Sample variance

The sum of squared differ-
ences from the mean divided
by n —1.

var (x)

1.11

Sample standard deviation
The square root of the sample
variance.

sd(x)

1.12

Sample coefficient of vari-
ance

The sample standard devia-
tion seen relative to the sam-
ple mean.

sd (x) /mean (x)

1.15

Sample Inter Quartile Range
IQR: The middle 50% range of
data

IQR = Q3 = O

IQR(x)

1.18

Sample covariance
Measure of linear strength of
relation between two samples

cov(x,y)

1.19

Sample correlation

Measure of the linear strength
of relation between two sam-
ples between -1 and 1.

cor(x,y)
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A.2 Probability and Simulation

Description

Formula

R command

2.6

Probability density function
(pdf) for a discrete variable
fulfills two conditions: f(x) >
Oand ) .y, f(x) = 1and finds
the probality for one x value.

dnorm,dbinom, dhyper,
dpois

29

Cumulated distribution
function (cdf)

gives the probability in a
range of x values where
P(a < X <b)=F(b)—F(a).

pnorm,pbinom, phyper,
ppois

2.13

Mean of a discrete random
variable

2.16

Variance of a discrete ran-
dom variable X

2.32

Pdf of a continuous random
variable

is a non-negative function for
all possible outcomes and has
an area below the function of
one

2.33

Cdf of a continuous random
variable

is non-decreasing
and  limy_,_o F(x) =
0and limy ;o F(x) =1

2.34

Mean and variance for a con-
tinuous random variable X

2.54

Mean and variance of a linear
function

The mean and variance of a
linear function of a random
variable X.

E(aX+b) =aE(X)+b
V(aX +b) = a*V(X)

2.56

Mean and variance of a linear
combination

The mean and variance of a
linear combination of random
variables.

E(m X1 +aXo+ -+ a,X,) =

m E(Xq1) +mE(X2) + - - +a, E(Xy)
V(a1 Xy +aXo + ...+ a,Xy) =

BV (Xy) +ai V(X)) + -+ a2 V(X,)
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Description

Formula

R command

2.58

Covariance
The covariance between be

two random variables X and
Y.

Cov(X,Y) = E[(X — E[X])(Y — E[Y])]
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Distributions

Here all the included distributions are listed including some important theorems and definitions

related specifically with a distribution.

Description

Formula

R command

Binominal distribution
n is the number of indepen-
dent draws and p is the prob-

dbinom(x,size, prob)
pbinom(q,size, prob)
gbinom(p,size, prob)

2.20 | ability of a success in each <x rbinom(n size, prob)
draw. The Binominal pdf de- n n! SIZE P
. - where = where
scribes the probability of x X x!(n — x)! _
size=n, prob=p
succeses.
Mean and variance of a bino- u=np
2.21 | mial distributed random vari- 2 = np(1—p)
able. LA 4
Hypergeometric distribution | f(x;n,4,N) = P(X = x) dhyper (x,m,n,k)
n is the number of draws (a)(N,a) phyper(q,m,n,k)
204 without replacement, a is X anx ghyper (p,m,n,k)
' number of succeses and N is () rhyper (nn,m,n, k)
the population size. where (ﬂ) _ a! where
b b!(a —b)! m=a, n=N —a, k=n
Mean and variance of a hyper- | ; — n
2.25 | geometric distributed random N
. by a(N—a)N —n
variable. - =n
N N-1
Poisson distribution dpois(x,lambda)
A is the rate (or intensity) i.e. ppois(q,lambda)
X . l
207 the zflverage number .Of events FlxiA) = AT A qp0}s (p,lambda)
per interval. The Poisson pdf ! rpois(n,lambda)
describes the probability of x where
events in an interval. lambda=A
Mean and variance of a Pois- w=A
2.28 | son distributed random vari- |
cc=A
able.
Uniform distribution (0 ‘
« and B defines the range of ) orx <« dunif (x,min,max)
POs§ible outcomes. random flxia,p) =\ gz forx € [a,p] punif (q,min,max)
5 55 Var1abl§ f(?llov‘vmg the wuni- 0 forx > qunif (p,min,max)
: form. distribution has . equal 0 for ¥ < runif (n,min,max)
density at any value within a v fa g where
. x,a,p) =< z— forxc |«
defined range. ( A) p-a & p] min=«, max=f3
0 forx >
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the degrees of freedom.

Description Formula R command
Mean and variance of a uni- _ 1( o+ B)
7.3¢ | form distributed random vari- 1
able X. 2 _ —(B—_gx)?
o= (b )
dnorm(x,mean,sd)
d
Normal distribution 1 (v pnzrmiq,m::, Z d;
— = norm m
2.37 | Often also called the Gaussian | f(x; 1, 0) = e 27 E P ’
distribution oV 2T rnorm(n,mean,sd)
' where
mean=y, sd=0.
Mean and variance of a nor- "
2.38 | mal distributed random vari- 2
able.
Transformation of a normal
distributed random variable X—u
2.43 i i 7 =
X into a standardized normal o
random variable.
dl s log,sdl
Log-normal distribution IEZiZEX zzzlzg zdlzg;
« is the mean and ﬁ2 is the 1  (nx—a? plnorm(q’meanlog’sdlog)
2.46 | variance of the normal distri- | f(x) = et e ¥ ql (p, anlog, a g)
bution obtained when taking xv2mp ;hr;:erm mame §,8¢208
the natural logarithm to X.
meanlog=x, sdlog=f.
Mean and variance of a log- u= B2
normal distributed random 2 m
2 2
2.47 | variable. 0% =P (ef — 1)
dexp(x,rate)
R pexp(q,rate)
» 48 | Exponential distribution FlxiA) = Ae™* forx >0 qexp(p,rate)
A is the mean rate of events. 0 forx<O rexp(n,rate)
where
rate=A.
. 1
Mean and variance of a ex- | u = 1
249 | ponential distributed random 1
variable. o* = 12
dchisq(x,df)
hi ,df
x2-distribution 1 Vs 1:1 Zhizggg dfi
2.78 v - i i X) = x2 ez, x>0 ’
I (%) is the T-function and v is f(x) 25T (3) rehisq(n.df)

where
df=v.
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Description

Formula

R command

2.81

Given a sample of size n from
the normal distributed ran-
dom variables X; with vari-
ance 02, then the sample vari-
ance S? (viewed as random
variable) can be transformed
to follow the x? distribution
with the degrees of freedom
v=n-—1

2.83

Mean and variance of a x? dis-
tributed random variable.

2.86

t-distribution

v is the degrees of freedom
and T'() is the Gamma func-
tion.

2.87

Relation between normal
random variables and x?-
distributed random variables.
Z ~N(0,1)and Y ~ x*(v).

dt (x,df)
pt(q,df)
qt(p,df)
rt(n,df)
where
df=v.

2.89

For normal distributed ran-
dom variables Xj, ..., X,, the
random variable follows the
t-distribution, where X is the
sample mean, y is the mean of
X, n is the sample size and S
is the sample standard devia-
tion.

2.93

Mean and variance of a t-
distributed variable X.

2.95

F-distribution

v1 an vp are the degrees of
freedom and B(-, -) is the Beta
function.

df (x,df1,d4f2)
pf(q,df1,df2)
qf (p,df1,df2)
rf(n,df1,df2)
where

df 1=vy ,df2=p,.

2.96

The F-distribution appears as
the ratio between two inde-
pendent x2-distributed ran-
dom variables with U ~
X*(v1) and V ~ x*(v2).
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Description Formula R command
Xl/---/an and Yl/---/Ynz
with the mean y; and p | o2 /02
298 | and the variance 02 and 02 | 55 ~ F(m —1,mp—1)
. S35/03
is independent and sampled
from a normal distribution.
1%
U= L. ; v > 2
2 101| Mean and variance of a F- v —2

distributed variable X.

o= 21/%(1/1 —+ 1 —2) )
vi(ra —2)2(va—4)’

v, >4




Chapter A ||| A.3 STATISTICS FOR ONE AND TWO SAMPLES

405

A.3 Statistics for one and two samples

test by the critical value

accept: otherwise

Description Formula R command
35 | The distribution of th'e mean | ¢ _ 1 Zn: X; ~ N ( 0, ‘T: )
of normal random variables. n.= n
The distribution of the o- X—u
3.4 | standardized mean of normal | Z = oI N (0,17)
random variables
The distribution of the S- X—u
3.4 | standardized mean of normal | T = S/ Jn ~t(n—1)
random variables
S
SE; = —
3.6 | Standard Error of the mean T
3.8 The one sample confidence in- Tt u- 5
terval for p Vn
3.13 | Central Limit Th CLT X~ p
. entral Limit Theorem ( ) o/
» | (n—=1)s* (n—1)s?
Confidence interval for the 7 2 Tx2
. ] 1—a/2 /2
3.18 | variance and standard devia- : 7
tion U:[\/(”z_l)s;\/(”—zl)sl
Xi-a/2 Xuy2
The p-value is the probability of obtain-
ing a test statistic that is at least as ex-
treme as the test statistic that was actu-
3.21 - =2(1- _
The p-value ally observed. This probability is calcu- P(T>x)=2(1-pt(x,n-1))
lated under the assumption that the null
hypothesis is true.
p-value =2 - P(T > |tops|)
322 The one-sample t-test statistic fope = X — Mo
and p-value s/\/n
Ho: p=po
. Rejected: p-value < «
3.23
The hypothesis test Accepted: otherwise
3.28 | Significant effect An effect is significant if the p-value< «
The critical values: a/2- and
1 — a/2-quantiles of the t-
3.30
distribution with n — 1 de- faj2 and t1a/2
grees of freedom
331 The one-sample hypothesis | Reject: |tobs| > 142
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Description

Formula

R command

X+t o

3.32 | Confid interval f
ontidence Intervatior y acceptance region/CL: Hy: = o
Test: Hy : p = poand Hy : u # po by
3.35 | The level a one-sample t-test p -Yalue =2 P(T > |fous))
Reject: p-value < & or |tops| > t1_a/2
Accept: Otherwise
The one-sample confidence
3.62 | interval (CI) sample size for- | n = (%)2
mula
3.64 The one-sample sample size " — (Uzl,ﬁz],a /2>2
formula (Ho=p1)
The Normal g-q plot with naive approach: pi = i, i =1,...,
- . _ =05 i _
341 0> 10 commonly aproach: p; = 5%, i =
1,...,n
The (Welch) t le ttest | 0127
348 e'(.ec ) two-sample t-tes Hy: 6 = 6y
statistic foo— (¥1—%2)—do
obs \/53/m1+s3/ny
T _(%1-%)-d
\/S?/n1+52
3.49 The distribution of the 1!11; 2£n2
' (Welch) two-sample statistic _ (ﬁ*%)
V= (s%/nl)2 (s%/nz)2
np—1 ny—1
Test: Hy : u1 — p2 = dpand Hy : pqg —
3.50 | The level a two-sample t-test #2 .# % by p-value =2 P(T > [taps|)
Reject: p-value < & or |tops| >t g2
Accept: Otherwise
351 The pooled two-sample esti- 2= (n1—1)s2+(n—1)s3
mate of variance P nmtny =2
The pooled t le trtest | o /112
350 e pooled two-sample t-test | ;.5 _ 5
statistic b — (%1—%2)—dp
obs — \/$3/m1+s%/na
353 The distribution of the pooled _ _(X-X)-d&
two-sample t-test statistic V/Sp/mS/m
- s3 s3
X—Fxtwpn-\ 3 +5
3.46 Tlle tvir(f)—sample confidence ( 3.4 )2
interval for p1 — pp _ \mTm)
]/l ]/l vV = (s%/nl)z (5%/,[2)2

ny—1 np—1
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A.4 Simulation based statistics

Description Formula R command
The non-linear approximative af \ 2

43 PP U]%(X LX) = Lisl <%> o7
error propagation rule 170K i

I ) 1. Simulate k outcomes

44 Non.— 1near‘ eITor Propagation |  (,jcylate the standard deviation by

by simulation i T ~
SF(X1,Xn) — \/m Yiea(fi—f)

Confidence interval for any | 1.Simulate k samples

4.7 | feature 6 by parametric boot- | 2.Calculate the statistic
strap 3.Calculate CI: [‘ﬁoo(a/z)%' ‘7;00(17«/2)%}
Two-sample confidence inter- | 1 gimylate k sets of 2 samples

4.10 val for any feature compar- | 5 Cajcylate the statistic é;k — 9;k

ison 6; — 6, by parametric
bootstrap

3.Calculate CL: [qiﬁoo(a/z)%' ‘71‘00(1—”2)%}
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Description Formula R command
B = i1 (Yi = Y)(xi — %)
Sxx
54 | Least square estimators Bo=Y—pix
where Syy = Y1 (x; — %)?
2 522
- o o
A% = —
[Bo] = -+ S
N 0.2
5.7 | Variance of estimators V[B1] = .
XX
PO xo?
COV[‘BO,‘B]] - - S
XX
_ Bo—Bop
. Tp, = S
517 | Tests statistics for Hy : Bo =0 TBo
and Hp: 1 =0 B1 — Bo
Tﬁ1 =
0'51
Test Ho,; : Bi = Po,i vs- Hi,i = Bi # Po,i
with p-value = 2 - P(T > [tobsg,]) D <- data.frame(
513 - _ Bi—Boi x=c(), y=cO)
Level « t-tests for parameter where tops g, = B fit <- 1m(y~x, data=D)
If p-value < a then reject H, summary (£it)
otherwise accept Hy
- tore | BoEti_as 6
514 Parameter confidence inter r[f 1-a/2 A/So confint (£it,level=0.95)
vals ﬁq + tlfuz/Z 0'/31
predict(fit,
Confidence interval for the line: I,lerat azdﬁta' fl,”ame O ;
. interval="confidence",
. . L. . 3 3 5./ 1 (Xnew—%) -
517 | Confident and prediction in- Po + P1Xnew £ t1—a/20\/ 5 + 57 level=0.95)
. torval Interval for an int prediction: predict(fit,
ntervatfor a hew pomt prediction: newdata=data.frame(),
B + Brx Tt o1+ L+ (Ynew —%)? interval="prediction",
Pot Prtnew & b2 \/ " = level=0.95)
. . A XTX 71XTY
The matrix formulation of B=( )
; : 5 2 vTyy\—1
5.00 tie Raramete?r estlmators. in | V[B] = (X" X)
the simple linear regression o RSS
model v =17
Coefficient of determination 2 _1_ Lilv )2
R? - Li(yi—7)?

524
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Description

Formula

R command

57

Model validation of assump-
tions

> Check the normality assumption with
a g-q plot of the residuals.

>Check the systematic behavior by
plotting the residuals e; as a function of
fitted values 7;

qqnorm(fit$residuals)
qqline(fit$residuals)

plot(fit$fitted.values,
fit$residuals)
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A.6 Multiple linear regression

Description

Formula

R command

Test Hy; : Bi = Po,i vs. Hii = Bi # Po,i
with p-value = 2- P(T > [tops ;)

D<-data.frame(xl=c(),
x2=c() ,y=c())

6.2 | Level a t-tests for parameter | where tobs B = ﬁl%ﬁ{;m fit <- Im(y~x1+x2,
If p-value < « the reject Hy, data=D)
otherwise accept Hy summary (fit)
Parameter confidence inter- | ,
6.5 Bitti_ass Op, confint (fit,level=0.95)
vals :
predict(fit,
. . . newdata=data.frame(),
(;onflflent interval forAthe line interval="confidence"
. e x e X -
Confident and prediction in- Pot Pr¥inew + -+ PpXpnew level=0.95)
6.9 . predict(fit,
terval (in R) . .
Interval for a new point prediction newdata=data.frame(),
BO + ‘lel,mW 4+ 4 Bpxp/new + Enew interval="prediction",
level=0.95)
A (vTx\-1xT
The matrix formulation of p=XX)" XY
: : A 2 (v Ty —1
617 | the para.mete‘r estlmators‘ in | V[B] = (X" X)
the multiple linear regression Az RSS
0= ———
model n—(p+1)
Backward selection: start with full
6.16 model and stepwise remove insignifi-

Model selection procedure

cant terms
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Inference for proportions

test

El]

Reject if x2,. > x3_,((r—1)(c—1))
Otherwise accept

Description Formula R command
73 Proportion estimate and con- p=1 prop.test(x=, n=,
' fidence interval ptz1_as ﬁ(ln—l’) correct=FALSE)
710 Approximate proportion with 7 _Xom N (0,1)
Z npo(1=po)
Test: Hy : p = po, vs. H1 : p # po
The level a one-sample pro- by p-value =2 PZ(Z > |Zobs|) prop.test(x=, n=,
74 ortion hypothesis test where Z ~ N(0,1) rrect=FALSE)
P YP If p-value < a the reject H, correc
otherwise accept Hy
Guessed p (with prior knowledge):
713 | Sample size formula for the CI | n = p(1 — p) (=2 )2
of a proportion Unknown p:
n = 1(21*7”‘/2)2
4\ "ME
Difference of two proportions | . pr(1—p1) | pa(1—p2)
. ~ ~ d £ Uﬁl—ﬁz = \/ n -+ ™
715 estimator p1 — pp ana confi-
dence interval for the differ- | ,, R
ence (Pr = P2) £ 21-a/2 - Opr—p,
Test: Hy : p1 = p2, vs. Hy : p1 # p2
by p-value =2 - P(Z > |zops]) o
7.18 | The level « one-sample t-test | where Z ~ N(0,1?) pr:;::ii;}’dsgg ’
If p-value < a the reject Hy,
otherwise accept Hy
790 The multi-sample proportions | Test: Ho: p1 =p2 = ... = Pe=p chisq.test(X,
' )(z-test by ngs = 21.2:1 2]?:] (0”8_76’]) correct = FALSE)
ij
Test: Hy : pi1 = pio = ... = Pic = Pi
™ c ble +2 forallrowsi=1,2,...,r :
e r X ¢ trequency table x~- (0ji—e;j)? chisq.test (X,
722 TR E AT by A = T Ky 5 2

correct = FALSE)
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A.8 Comparing means of multiple groups - ANOVA

Description Formula R command
k n;
> ) (vii— Z Z Yij — 7i)?
i=1j=1 i=1j=
go | One-way ANOVA variation SST SSE
' decomposition koo
Z ni(y i
i=1
SS(Tr)
_ SSE __ (m=1)st4-+(m—1)s}
8.4 Ci)r}le‘—way within group vari- MSE =% = -k
abilit _
Y Sz‘2 = n11—1 Z; (yl] yi)z
H(): IXZ‘ZO,' 121,2,. ,k,
i . . _ SS(Tr)/(k—1)
8.6 One-way test for difference in | F “SSE/ =R anova(1n(y~treatm))
mean for k groups
F-distribution with k — 1 and n — k de-
grees of freedom
4t /SSE ( 41 )
8.9 Post hoc pairwise confidence JimYi=hear "
: intervals If al M = k(k—1)/2 combinations,
then use agonferroni = &/ M
Test: Ho : pj = pjvs. Hy: pi #
by p-value = 2 P(T > [tops])
g10 | Post hoc pairwise hypothesis where o = ——2 0
tests \/MSE<%.+%].>
Test M = k(k —1)/2 times, but each
time with agonferron; = &/ M
Least Significant Difference
8.13 — V2 -
(LSD) values LSDy = ti-a/2v2- MSE/m
k1
> (yij—
i=1j=1
\/_-/
SST
ko1 X ,
300 | Two-way ANOVA variation X; Z;(]/ ij — & = By = )+
. i=17=
decomposition ! .
SSE
£ Lo
1-Y a7 +k-) b;
i=1 j=1
H/_/
SS(Tr) SS(BI)
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Description

Formula

R command

H(),Tri CKZ'ZO, i:1,2,...,k

SS(Tr)/ (k — 1)

. . . F —
Test for difference in means ?n Tr SSE/(k—1)(I —1)) fit< 1m(y-treatm+block)
8.22 | two-way ANOVA grouped in o 0 i—12 ] (£it)
treatments and in blocks opi: pj=0 =12, anovattt
_ SS(Bl)/(I—-1)
B SSE/((k—1)(1—1))
One-way ANOVA
Source of | Degrees of | Sums of | Mean sum of Test- p-
variation | freedom squares | squares statistic F value
Treatment | k — 1 SS(Tr) | MS(Tr) = S0 | o = MU0 | p(p > Fup)
Residual | n—k SSE MSE = 35&
Total n—1 SST
Two-way ANOVA
Source of | Degrees of Sums of | Mean sums of Test p-
variation | freedom squares | squares statistic F value
Treatment | k — 1 SS(Tr) | MS(Tr) = S0 | g = MU | p(p > Fy)
Block 1—1 SS(BI) | MS(BI) = 5B | pp = M) | p(F > Fy)
Residual | (I —1)(k—1) | SSE MSE = %
Total n—1 SST
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