
Lecture 2: Markov Decision Processes

Markov Decision Processes

Optimal Value Functions

Finding an Optimal Policy

An optimal policy can be found by maximising over q∗(s, a),

π∗(a|s) =

{
1 if a = argmax

a∈A
q∗(s, a)

0 otherwise

There is always a deterministic optimal policy for any MDP

If we know q∗(s, a), we immediately have the optimal policy


