Lecture 2: Markov Decision Processes
LMarkov Decision Processes

LBellman Expectation Equation

Bellman Expectation Equation

The state-value function can again be decomposed into immediate
reward plus discounted value of successor state,

Vr($) = Ex [Ret1 + 7V (Se+1) | St = 8]

The action-value function can similarly be decomposed,

qﬂ(sa 3) =K, [Rt+1 + ’qu(StJrl,AtJrl) ‘ St =5,At = 3]



