Lecture 2: Markov Decision Processes
LMarkov Reward Processes

L Bellman Equation

Bellman Equation for MRPs

The value function can be decomposed into two parts:

®m immediate reward R:i1

m discounted value of successor state yv(S¢41)

v(s) =E[G; | St = 9]
=E [Rt—l—l +YRey2 + Y’ Regs + ... | S¢ = 5]
=E[Rey1 +7(Rey2 +YRey3 +...) | St = 9]
=E[Rey1 +7Ges1 | St = 9]
=E[Rey1+7v(Se41) | St = 9]



