Lecture 2: Markov Decision Processes
L Markov Processes
L Markov Property

State Transition Matrix

For a Markov state s and successor state s’, the state transition
probability is defined by

PSS/ =P [St+1 = Sl ‘ St = 5]

State transition matrix P defines transition probabilities from all
states s to all successor states s,

to

P = from _
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where each row of the matrix sums to 1.



