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Lecture 2: Markov Decision Processes
L Markov Decision Processes

LmpP

Markov Decision Process

A Markov decision process (MDP) is a Markov reward process with
decisions. It is an environment in which all states are Markov.
A Markov Decision Process is a tuple (S, A, P, R,~)

m S is a finite set of states

m A is a finite set of actions

m P is a state transition probability matrix,

P =P[Sty1=5"| St =5,A: = 4
m R is a reward function, RZ = E [Ret1 | St = s, Ar = 3]
m 7 is a discount factor v € [0, 1].
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