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Lecture 2: Markov Decision Processes
L Extensions to MDPs
LAverage Reward MDPs

Average Reward Value Function

(no exam)

m The value function of an undiscounted, ergodic MDP can be
expressed in terms of average reward.

m 7, (s) is the extra reward due to starting from state s,

Z Rt+k - | St = 5‘|
k=1

There is a corresponding average reward Bellman equation,
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