
Lecture 2: Markov Decision Processes

Markov Reward Processes

Bellman Equation

Bellman Equation in Matrix Form

The Bellman equation can be expressed concisely using matrices,

v = R+ γPv

where v is a column vector with one entry per state
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