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Lecture 2: Markov Decision Processes
L Markov Decision Processes

LBel\man Expectation Equation

Bellman Expectation Equation

The state-value function can again be decomposed into immediate
reward plus discounted value of successor state,

Vr(s) = Ex [Reg1 + Yva(Set1) | Se = 5]

The action-value function can similarly be decomposed,

Gx(s,a) = Ex [Re41 + 7Gx (St41, Ae1) | St =5, Ar = 4]
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