Lecture 2: Markov Decision Processes
L Extensions to MDPs
L Partially Observable MDPs

POMDPs (no exam)

A Partially Observable Markov Decision Process is an MDP with
hidden states. It is a hidden Markov model with actions.

A POMDRP is a tuple (S, A,O,P,R, Z,)
m S is a finite set of states

m A is a finite set of actions
m O is a finite set of observations
m P is a state transition probability matrix,
P, =P[Str1=5"| S =s,A =
m R is a reward function, RZ =E [Re11 | St = 5, A = 3]
m Z is an observation function,
Z3 =P[Op1=0] Sey1=5,Ar = 3

m 7 is a discount factor v € [0, 1].



