
Lecture 2: Markov Decision Processes

Markov Reward Processes

Bellman Equation

Bellman Equation for MRPs

The value function can be decomposed into two parts:

immediate reward Rt+1

discounted value of successor state γv(St+1)

v(s) = E [Gt | St = s]

= E
[
Rt+1 + γRt+2 + γ2Rt+3 + ... | St = s

]
= E [Rt+1 + γ (Rt+2 + γRt+3 + ...) | St = s]

= E [Rt+1 + γGt+1 | St = s]

= E [Rt+1 + γv(St+1) | St = s]


