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Lecture 2: Markov Decision Processes
L Markov Decision Processes

LValue Functions

Value Function

The state-value function v, (s) of an MDP is the expected return
starting from state s, and then following policy 7

Ve(s) = Er [Ge | St = 5]

Definition
The action-value function q.(s, a) is the expected return
starting from state s, taking action a, and then following policy 7

gr(s,a) =E;[G: | S = s, A: = 3]
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