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Lecture 2: Markov Decision Processes
L Markov Decision Processes

LOptirnal Value Functions

Optimal Policy

Define a partial ordering over policies

7> 7 if ve(s) > vur(s), Vs

For any Markov Decision Process
m There exists an optimal policy m, that is better than or equal
to all other policies, 7, > m,Vm
m All optimal policies achieve the optimal value function,
e (5) = ()
m All optimal policies achieve the optimal action-value function,
gr. (s, ) = q(s, a)
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